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Two-Stage Importance Sampling With Mixture Proposals

Wentao Li, Zhiqiang Tan, and Rong Chen

For importance sampling (IS), multiple proposals can be combined to address different aspects of a target distribution. There are various methods for IS with multiple proposals, including Hesterberg’s stratified IS estimator, Owen and Zhou’s regression estimator, and Tan’s maximum likelihood estimator. For the problem of efficiently allocating samples to different proposals, it is natural to use a pilot sample to select the mixture proportions before the actual sampling and estimation. However, most current discussions are in an empirical sense for such a two-stage procedure. In this article, we establish a theoretical framework of applying the two-stage procedure for various methods, including the asymptotic properties and the choice of the pilot sample size. By our simulation studies, these two-stage estimators can outperform estimators with naive choices of mixture proportions. Furthermore, while Owen and Zhou’s and Tan’s estimators are designed for estimating normalizing constants, we extend their usage and the two-stage procedure to estimating expectations and show that the improvement is still preserved in this extension.
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1. INTRODUCTION

Importance sampling (IS) is a very useful Monte Carlo method for approximating analytically intractable integrals. Normally IS technique is used to approximate two types of integrals:

1. \[ Z = \int \pi(x)dx, \] where \( \pi(x) \) is a nonnegative integrable function.

2. \[ \mu = \int h(x)\pi^*(x)dx, \] where \( \pi^*(x) \) is a probability density and \( h(x) \) is a real function.

The integral \( Z \) can be treated as the normalizing constant of some probability density \( \pi^*(x) \). This type of integration arises in many areas, including missing data analysis, marginal likelihood calculation, estimation of free energies in physics (Gelman and Meng 1998), and communication system (Smith, Shafi, and Gao 1997). The second type of integral can be treated as the expectation of \( h(x) \) under \( \pi^*(x) \). Applications of IS to this type of integral are also popular in many areas including rare event simulation (Denny 2001), reliability (Hesterberg 1995), computational finance (Owen and Zhou 1999), and computer graphics (Veach and Guibas 1995).

The idea of IS for approximating \( Z \) is based on the identity

\[ \int \pi(x)dx = \int \frac{\pi(x)}{q(x)}q(x)dx, \]

where \( q(x) \) is a probability density, called the proposal or trial density. Then \( Z \) can be treated as the expectation under density \( q(x) \). With a sample \( (x_1, \ldots, x_n) \) from \( q(x) \), \( Z \) can be approximated by the sample average \( n^{-1} \sum \pi(x_i)/q(x_i) \). For approximating \( \mu \), similar ideas hold. In this case, even when it is not difficult to generate observations from \( \pi^*(x) \), IS estimator can have higher efficiency than using observations from \( \pi^*(x) \), by appropriately choosing \( q(x) \) so that it takes the shape of both \( h(x) \) and \( \pi^*(x) \) into account. In some applications, the improvement can be of several orders of magnitude. One example is given in Hesterberg (1995). In rare event simulation, \( h(x) \) is an indicator function with support in the tail of \( \pi^*(x) \). A trial distribution \( q(x) \) that focuses on the “important” part of the integrand \( h(x)\pi^*(x) \) will be more efficient than generating samples directly from \( \pi^*(x) \).

However, in practice it is usually challenging to implement IS efficiently. One reason is that the complexity of the integrand makes it difficult to find \( q(x) \) that covers all its important parts. For example, when the integrand is multimodal, a unimodal \( q(x) \) will not be efficient. Some of such multimodal integrand can be found in Owen and Zhou (1999). Another well-known reason is that when \( q(x) \) has a “lighter” tail than the integrand, that is, \( \pi(x)/q(x) \) or \( h(x)\pi^*(x)/q(x) \) are unbounded, IS estimator can have infinite variance. When there is a lack of knowledge of the integrand in some regions, unexpected large values of integrand may result in inaccurate results. See Ford and Gregory (2007) for an example.

For both problems, a general remedy is to consider multiple proposal distributions to address different aspects of the integrand. For multimodal integrands, Oh and Berger (1993) used a family of Student’s \( t \) distributions and Owen and Zhou (1999) used a family of beta distributions to model each mode of integrand individually. West (1993) and Givens and Raftery (1996) used a kernel estimate of the integrand as the proposal, which is a mixture of normal or \( t \) distributions. Even for a unimodal target distribution, one can construct a mixture of two proposals where one mimics the center of target and the other dominates the tail. Such a construction was used in Giordani and Kohn (2010), although in a different scenario. The requirement that the tail of integrand needs to be dominated by the proposal distribution can be met by including some heavy-tailed distributions in the mixture as “protection.” For example, Hesterberg...
(1995) included the target distribution itself as one of the components to provide an upper bound for the estimation variance, and Owen and Zhou (2000) used uniform distribution to bound the sample weights in a bounded domain case. Liang, Liu, and Carroll (2007) divided the state domain into subregions and used the mixture of truncated target distributions in all subregions as the proposal, which leads to bounded importance weights. In Bayesian analysis, the prior density of the parameters can serve as the heavy-tailed component, as used in Ford and Gregory (2007).

Given multiple potentially useful proposals, a straightforward combination method is to use their mixture as the new proposal. This method has two issues. One is that the mixture proposal may contaminate the good components in the mixture. Owen and Zhou (2000) showed that a mixture can lose efficiency by several orders of magnitude if the original proposal is nearly perfect. Another problem is that the mixture proportions need to be determined. Proper mixture proportions can increase the efficiency by an order of magnitude, as shown in Emond, Raftery, and Steele (2001).

Owen and Zhou (2000) suggested a regression method to combine multiple proposals using control variates to deal with the contamination problem. Control variate is a useful technique for variance reduction (Rubinstein and Kroese 2008). Owen and Zhou’s method has the property that it will not perform worse than using the best of component proposals individually, if the sample size assigned to the best component is the same as in the mixture case. Such a lower bound lessens the contamination problem. Tan (2004) proposed to use nonparametric maximum likelihood estimation (MLE) in place of regression and showed that the MLE method is the most efficient among several classes of estimators including those in Owen and Zhou (2000), Hesterberg (1995), and Veach and Guibas (1995).

To determine appropriate proportions, Fan et al. (2006) and Hesterberg (1995) followed some heuristic rules derived from experience or interpretation of proposals. A more sophisticated approach is to use a pilot study to determine the optimal proportions via minimizing some criterion. The estimated proportions are then used to generate the sample and construct the estimators. The criterion was selected to be the asymptotic variance of IS estimator with mixture proposal in Raghavan and Cox (1998), and the variation coefficient of pilot sample in Oh and Berger (1993). However, few theoretical properties have been investigated.

In this article, we propose a similar two-stage procedure and investigate its theoretical properties. In the first stage, pilot sample is drawn from a mixture proposal with predetermined proportions. The optimal mixture proportions are then estimated by minimizing the estimated asymptotic variance of Owen’s regression estimator or Tan’s MLE based on control variates. In the second stage, the sample is drawn from the mixture proposal with the estimated proportions. Integral estimators are constructed using all observations, including those from the pilot stage. Then we establish a theoretical framework of such a two-stage procedure. It is shown that under very weak conditions, the integral estimators constructed by the two-stage procedure are consistent and asymptotic normal with minimum asymptotic variance over all mixture proportions. Therefore, the two-stage procedure is adaptive toward using the optimal mixture proportions. The optimal sample size used for the pilot stage is also calculated in the sense of minimizing an approximated mean square error (MSE) in higher order. Furthermore, we extend Owen’s regression estimator and Tan’s MLE to ratio estimators (Rubinstein and Kroese 2008). When estimating \( \mu \), if one can evaluate \( \pi^*(x) \) only up to a normalizing constant, a ratio estimator is used, with the numerator being the estimated unnormalized integral and the denominator being the estimated normalizing constant. We show that the two-stage procedure for this extension also has the desirable asymptotic properties.

The remainder of this article is organized as follows. Section 2 reviews in detail some existing techniques related to IS. Section 3 proposes the new two-stage procedure and establishes its theoretical framework. Section 4 provides the extension of Owen’s regression estimator and Tan’s MLE to ratio estimators and their two-stage procedures. In Section 5, we demonstrate the two-stage approach with several numerical examples including estimation of a rare event probability and Value at Risk (VaR) under a Bayesian GARCH model.

2. REVIEW OF IS TECHNIQUES

In Sections 2 and 3, we assume that all functions in integrals (1) and (2) can be evaluated exactly. Since

\[
\mu = \int h(x)^+ \pi^*(x) dx - \int h(x)^- \pi^*(x) dx,
\]

where \( h(x)^+ = h(x)1_{\{h(x)\geq 0\}} \) and \( h(x)^- = -h(x)1_{\{h(x)<0\}} \), the estimation of \( \mu \) can be achieved by estimation of these two integrals, both with positive integrands. With this approach, \( \mu \) becomes a special case of \( \bar{Z} \) and therefore we only consider estimating \( \bar{Z} \) in these two sections.

2.1 Mixture Importance Sampling

Assume observations \( \{x_1, \ldots, x_n\} \) are taken iid from a proposal distribution \( q(x) \). The integral \( Z = \int \pi(x) dx \) can be estimated by

\[
\hat{Z}_{\text{IS}} = \frac{1}{n} \sum_{i=1}^{n} \frac{\pi(x_i)}{q(x_i)}. \tag{1}
\]

Under mild conditions, the asymptotic variance is \( \text{var}_q[\pi(x)/q(x)] \), where \( \text{var}_q \) is the variance under distribution \( q(x) \) (Robert and Casella 2004). The optimal proposal is \( \pi(x)/Z \), suggesting that the proposal \( q(x) \) should be chosen to mimic the shape of \( \pi(x) \) so that the high- and low-density regions of \( q(x) \) coincide with those of \( \pi(x) \). With such a proposal, the majority of Monte Carlo sample from \( q(x) \) fall in the high-density region of \( \pi(x) \), the importance region. In some scenarios, more than one \( q(x) \) may be needed. For example, for a multimodal \( \pi(x) \), it is helpful to use several proposal distributions, each targeted at one importance region. Suppose \( q_1(x), \ldots, q_p(x) \) are \( p \) probability densities serving as proposals. Given a mixture proportion vector \( \alpha = (\alpha_1, \ldots, \alpha_p) \) satisfying \( \sum_{k=1}^{p} \alpha_k = 1 \), we can use the mixture distribution as the proposal and estimate \( Z \) by

\[
\hat{Z}_{\text{MIS}} = \frac{1}{n} \sum_{i=1}^{n} \frac{\pi(x_i)}{q_\alpha(x_i)}. \tag{2}
\]
where \( q_a = \sum_{k=1}^{p} q_k q(x) \) and \( \{x_1, \ldots, x_q\} \) are generated from \( q_a \). In addition, the variance of \( \hat{Z}_{\text{IS}} \) also demands that the ratio \( \pi(X)/q(X) \) has a finite variance. A mixture distribution certainly makes it easy to satisfy such a condition as one can simply include a proposal distribution \( q_1(X) \) having \( \text{var}[\pi(X)/q_1(X)] < \infty \), such as a uniform distribution if the domain is bounded. Such a proposal distribution sets an upper bound to the estimating variance and therefore plays the role of “safeguard” in IS, which is the key idea of defensive IS (Hesterberg 1988).

### 2.2 Stratified Sampling

Instead of generating samples directly from the mixture distribution as that in (2), stratified samples \( \{x_{k1}, \ldots, x_{kn_k}\} \) can be taken with deterministic size \( n_k = \alpha_k n \) from the \( k \)th proposal \( q_k \), which leads to the estimator in Hesterberg (1988)

\[
\hat{Z}_{\text{SIS}}(\alpha) = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki})}{q_a(x_{ki})}.
\]

Veach and Guibas (1995) considered the estimator

\[
\hat{Z}_{\text{SIS}} = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \omega_k(x_{ki}) \frac{\pi(x_{ki})}{q_k(x_{ki})},
\]

where \( \{\omega_k(x)\}_{k=1}^{p} \) is a group of coefficient functions for the sample weights and satisfies \( \sum_{k=1}^{p} \omega_k(x) = 1 \). They showed that \( \hat{Z}_{\text{SIS}} \) is a suboptimal choice in this large class. Raghavan and Cox (1998) proposed a two-stage algorithm to construct \( \hat{Z}_{\text{SIS}} \) with estimated optimal mixture proportions in the sense of minimizing the asymptotic variance.

### 2.3 Importance Sampling With Control Variates

One problem of using a mixture proposal distribution is the possible loss of efficiency due to mixing of good proposal distributions with poor ones (Owen and Zhou 2000). It is a premium to pay for the insurance of valid IS, but can be reduced by combining importance sampling and control variates. Given an unbiased estimator \( Z_n \) of \( Z \), improvement can be gained by constructing a proper control variate vector \( Y \) using \( Z_n - \beta^T (Y - E[Y]) \) to estimate \( Z \). The optimal \( \beta \) can be estimated using a regression approach to minimize asymptotic variance (Cochran 1977). In Owen and Zhou (2000), combining \( \hat{Z}_{\text{SIS}} \) and control variates \( g(x) = (q_2(x) - q_1(x), \ldots, q_p(x) - q_1(x))^T \) results in the estimator

\[
\hat{Z}_{\text{Reg}}(\alpha) = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki}) - \beta_{\alpha}^T g(x_{ki})}{q_a(x_{ki})},
\]

where

\[
\beta_{\alpha} = \text{var} \left[ \frac{g(x)}{q_a(x)} \right]^{-1} \text{cov} \left[ \frac{\pi(X)}{q_a(X)}, \frac{g(X)}{q_a(X)} \right].
\]

and \( \text{var} \) and \( \text{cov} \) denote the pooled-sample variance and covariance. There are two appealing properties of \( \hat{Z}_{\text{Reg}} \). First, its asymptotic variance is zero when \( \pi(x) \) is a linear combination of the proposals. Second, \( \hat{Z}_{\text{Reg}} \) has smaller asymptotic variance than every IS estimator constructed solely with \( q_k \) with \( n_k \) samples, \( k = 1, \ldots, p \). That is, \( \hat{Z}_{\text{Reg}} \) is always at least as good as the best one among the individual proposals.

### 2.4 Likelihood Approach

All previous integration methods directly approximate the target integrals. On the other hand, in Kong et al. (2003), Monte Carlo integration is treated as a statistical inference problem where the Monte Carlo sample serves as observations, the underlying measure in target integral, usually Lebesgue measure or counting measure, is treated as an unknown nonnegative measure, and the Monte Carlo sample is modeled using a semiparametric model. Then by nonparametric maximum likelihood, the unknown measure is estimated by a discrete measure with the Monte Carlo sample as support, and the target integral is estimated by the integration over the discrete measure. As an example, with \( \{x_1, \ldots, x_q\} \) generated identically and independently from \( q_1 \) under Lebesgue measure, the model assumes that \( x_i \) is distributed as \( q_1(x) d\nu / \int q_1(x) d\nu \), where \( \nu \) is an unknown nonnegative measure. The nonparametric maximum likelihood estimator of \( \nu \) is

\[
\hat{\nu} \propto \frac{\hat{P}(|x|)}{q_1(x)},
\]

where \( \hat{P} \) has the support on \( \{x_1, \ldots, x_q\} \) with mass \( n^{-1} \) at each point. Then \( Z = \int q(x) d\nu \) can be estimated by

\[
\frac{\int q_1(x) d\nu}{\int q(x) d\nu} = \frac{1}{n} \sum_{i=1}^{n} q_1(x_i).
\]

This is the same as the IS estimator with proposal distribution \( q_1(x) \).

Given multiple proposals \( q_1, \ldots, q_p \) and control variates \( g(x) \), Tan (2004) proposed to restrict the measure \( \nu \) in the set \( \{\nu : \int q_k(x) d\nu = \int q_1(x) d\nu, \ k = 1, \ldots, p\} \). The nonparametric MLE of \( \nu \) under such a restriction is

\[
\hat{\nu} \propto \frac{\hat{P}(|x|)}{q_a(x) + \hat{\zeta}^T g(x)},
\]

where

\[
\hat{\zeta} = \text{argmax}_{\zeta} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \log \left[ q_a(x_{ki}) + \zeta^T g(x_{ki}) \right],
\]

and the integral estimator is given by

\[
\hat{Z}_{\text{MLE}}(\alpha) = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki})}{q_a(x_{ki}) + \hat{\zeta}^T g(x_{ki})}.
\]

It is shown that \( \hat{Z}_{\text{Reg}} \) is a first-order approximation of \( \hat{Z}_{\text{MLE}} \) and hence has the same asymptotic efficiency. The estimator \( \hat{Z}_{\text{MLE}} \) also achieves the highest asymptotic efficiency among the class of estimators in the form of

\[
\sum_{k=1}^{p} \frac{1}{n_k} \sum_{i=1}^{n_k} \omega_k(x_{ki}) \frac{\pi(x_{ki}) - \beta_{\alpha}^T g(x_{ki})}{q_k(x_{ki})},
\]

where \( \omega_1(x), \ldots, \omega_p(x) \) and \( \beta_1(x), \ldots, \beta_p(x) \) satisfy

\[
\omega_k(x) = 0 \quad \text{when} \quad q_k(x) = 0, \quad \sum_{k=1}^{p} \omega_k(x) = 1 \quad \text{and} \quad \sum_{k=1}^{p} \omega_k(x) \beta_k(x) = b \quad \text{for some constant vector} \ b, \text{and therefore dominates the class of estimators in} \ (4).
\]

Because \( \hat{Z}_{\text{Reg}} \) and \( \hat{Z}_{\text{MLE}} \) dominate the other estimators, we will only discuss the two-stage procedure for these two estimators. Furthermore, there is another important benefit of using \( \hat{Z}_{\text{Reg}} \) and \( \hat{Z}_{\text{MLE}} \) in that their asymptotic variance is a
convex function of \( \alpha \) and hence can be easily minimized. See Remark 1.

3. TWO-STAGE PROCEDURE

3.1 The Algorithm

Suppose \( p \) proposal distributions \( q_1, \ldots, q_p \) are given and the sample size is budgeted at \( n \). Let \( \Theta = [\delta, 1 - \delta]^p \), where \( \delta \) is some constant close to 0. The following algorithm is proposed to select mixture proportions \( \alpha \) and construct estimators:

1. First stage: Given a \( p \)-dimensional vector \( \gamma \) satisfying \( \sum_{i=1}^{p} \gamma_i = 1 \), generate \( n_0 \) independent stratified observations \( \{x_i\}_{i=1}^{n_0} \) from \( q_\gamma(x) = \sum_{i=1}^{p} \gamma_i q_i(x) \), that is, \( n_0 \gamma_k \) observations from \( q_k(x), k = 1, \ldots, p \). Obtain \( \tilde{\alpha} \) by minimizing

\[
\tilde{\sigma}_2^2(\alpha) = \frac{1}{n_0} \sum_{i=1}^{n_0} \left( \frac{\pi(x_i) - \beta_T \cdot g(x_i)}{q_\alpha(x_i)q_\gamma(x_i)} \right)^2,
\]

where

\[
\beta_T = \left( \frac{1}{n_0} \sum_{i=1}^{n_0} \frac{g(x_i) \cdot (g(x_i))^T}{q_\alpha(x_i)q_\gamma(x_i)} \right)^{-1} \left( \frac{1}{n_0} \sum_{i=1}^{n_0} \frac{\pi(x_i) \cdot (g(x_i))^T}{q_\alpha(x_i)q_\gamma(x_i)} \right)
\]

and \( g(x) = (q_\gamma(x) - q_1(x), \ldots, q_\gamma(x) - q_p(x))^T \), with respect to \( \alpha \) over \( \Theta \).

2. Second stage: Generate \( n - n_0 \) independent stratified observations \( \{x_i\}_{i=n_0+1}^{n} \) from \( q_\tilde{\alpha}(x) = \sum_{i=1}^{p} \tilde{\alpha}_i q_i(x) \). Estimate integral \( Z \) by \( \tilde{Z} (\tilde{\alpha}) \) with all \( n \) observations, where

\[
\tilde{\alpha} = \frac{n_0}{n} \gamma + \frac{n - n_0}{n} \tilde{\alpha}
\]

and \( \tilde{Z} (\tilde{\alpha}) \) can be either \( \tilde{Z}_{\text{Reg}}(\tilde{\alpha}) \) or \( \tilde{Z}_{\text{MLE}}(\tilde{\alpha}) \).

Some rationale and implementation remarks are as follows:

(i) Criterion of selecting \( \alpha \): In the first stage, the optimal \( \alpha \) is estimated using the \( n_0 \) samples and it is desirable to select \( \alpha \) that gives the smallest asymptotic variance of the final estimator. Let \( \text{var}_\alpha \) denotes the variance taken with respect to \( q_\alpha(x) \). We set the following conditions:

(C1) The union of supports of \( q_k(x) \) contains the support of \( \pi(x) \).

(C2) \( \alpha_i > 0 \) for \( i = 1, \ldots, p \).

(C3) \( \text{var}_\alpha [\pi(X)/q_\alpha(X)] < \infty \) for some \( \alpha \in \Theta \).

Owen and Zhou (2000) and Tan (2004) showed that, under the above conditions, \( \tilde{Z}_{\text{Reg}}(\alpha) \) and \( \tilde{Z}_{\text{MLE}}(\alpha) \) are asymptotic normal and have the same asymptotic variance

\[
\sigma_2^2(\alpha) = \text{var}_\alpha \left[ \frac{\pi(x) - \beta_T \cdot g(x)}{q_\alpha(x)} \right] = \int \left( \frac{\pi(x) - \beta_T \cdot g(x)}{q_\alpha(x)} \right)^2 dx - Z^2,
\]

where

\[
\beta_T = \text{var}_\alpha \left[ \frac{g(X)}{q_\alpha(X)} \right]^{-1} \text{cov}_\alpha \left[ \frac{\pi(X)}{q_\alpha(X)} \frac{g(X)}{q_\alpha(X)} \right] = \left( \int \frac{g(x)g(x)^T}{q_\alpha(x)} dx \right)^{-1} \left( \int \frac{\pi(x)g(x)}{q_\alpha(x)} dx \right).
\]

Conditions (C1) to (C3) are satisfied when we have at least one proposal component dominating the tail of \( \pi(x) \). With the sample \( \{x_i\}_{i=1}^{n_0} \) from the pilot stage, \( \sigma_2^2(\alpha) + Z^2 \) is estimated by the IS estimator \( \tilde{\sigma}_2^2(\alpha) \) in (8) and the optimal \( \alpha \) is obtained by minimizing \( \tilde{\sigma}_2^2(\alpha) \).

(ii) Optimization range for \( \alpha \): The purpose of restricting \( \alpha \) in \( [\delta, 1 - \delta]^p \) for some small \( \delta \) is to avoid unreliable estimators of \( \sigma_2^2(\alpha) \) or \( \beta_T \). When \( \alpha_1 = 0 \) for some \( i \), \( \int \pi(x)g(x)/(q_\alpha(x)) dx \) can be infinite if \( q_1(x) \) is the only proposal that dominates certain part of \( \pi(x) \)'s tail, or \( \int g(x)g(x)^T/(q_\alpha(x)) dx \), \( \int \pi(x)g(x)/(q_\alpha(x)) dx \) can be infinite if \( q_1(x) \) is the only proposal that dominates some other proposals. In this case, if \( \alpha_i \) is too close to 0, the estimator \( \tilde{\sigma}_2^2(\alpha) \) or \( \beta_T \) is unreliable. Experience shows that \( \delta = 0.001 \) is a reasonable choice.

(iii) Choice of the initial proportions \( \gamma; \) \( \gamma \) is preferred to be close to the optimal proportion vector \( \alpha^* \). If there is no any prior knowledge about \( \alpha^* \), it is recommended to use \( \gamma \) with equal components in the first stage so that pilot sample is generated from each proposal equally.

(iv) \( \tilde{Z} \) in second stage: Instead of using \( n - n_0 \) observations to construct the estimator \( \tilde{Z} (\tilde{\alpha}) \), we use all \( n \) observations to construct the estimator \( \tilde{Z} (\tilde{\alpha}) \) where the mixture proportions \( \tilde{\alpha} \) account for the proportions of the combined sample.

3.2 Theoretical Properties

Let \( \alpha^* \) be the minimizer of \( \sigma_2^2(\alpha) \) under restriction \( \alpha \in \Theta \). We assume the following additional conditions:

(C4) \( n_0 = o(n) \) and \( n_0 \to \infty \) as \( n \to \infty \).

(C5) \( \pi(x) \) is not a linear combination of \( q_1(x), \ldots, q_p(x) \).

(C6) \( \alpha^* \) is in the interior of \( \Theta \), that is, \( \alpha^* \in (\delta, 1 - \delta)^p \).

Condition (C4) ensures \( \tilde{\alpha} \) converges to \( \alpha^* \). Condition (C5) is necessary since if \( \pi(x) \) is a linear combination of \( q_1(x), \ldots, q_p(x), \sigma_2^2(\alpha) \) will be 0 for all \( \alpha_1 \). Some discussions of condition (C6) are given in Remark 7.

3.2.1 First-Order Properties

Theorem 1. Under conditions (C1) to (C5), \( \tilde{Z}_{\text{Reg}}(\alpha) \) and \( \tilde{Z}_{\text{MLE}}(\alpha) \) are consistent and

\[
\sqrt{n} \left( \tilde{Z}_{\text{MLE}}(\alpha) - Z \right) \overset{d}{\to} N \left( 0, \sigma_2^2(\alpha^*) \right)
\]

and

\[
\sqrt{n} \left( \tilde{Z}_{\text{Reg}}(\alpha) - Z \right) \overset{d}{\to} N \left( 0, \sigma_2^2(\alpha^*) \right).
\]

Therefore, the two-stage procedure achieves the minimum asymptotic variance that Owen and Zhou’s and Tan’s estimators can achieve among all possible mixture proportions. Furthermore, since \( \tilde{Z}_{\text{Reg}}(\alpha) \) and \( \tilde{Z}_{\text{MLE}}(\alpha) \) are better than the stratified sampling estimator \( \tilde{Z}_{\text{SIS}}(\alpha) \), the two-stage procedure
outperforms all estimators introduced in Section 2 in asymptotic variance. The proof is given in Appendix A.

Remark 1. It is important to point out that $\sigma^2(\alpha)$ and its estimator $\hat{\sigma}^2(\alpha)$ are strictly convex by Lemma 1 in Appendix A. This guarantees a unique solution and applicability of convex optimization algorithms in the pilot stage. This property, or equivalently the strict convexity of the function $\sigma^2(\alpha, \beta) = \text{var}[\hat{\alpha}(X) - \beta^T g(X)]/q_\alpha(X)$, also ensures the consistency and asymptotic normality with convergence rate $\sqrt{n}\hat{\alpha}$ of random proportion vector $\hat{\alpha}$ under mild conditions, by asymptotic theory for $M$-estimation with a convex criterion function (Haberman 1989). Therefore, larger $n_0$ gives more reliable $\hat{\alpha}$.

Remark 2. For $\hat{Z}_{\text{SIS}}(\alpha)$, the optimal mixture proportions are the ones that make the mixture proposal $q_\alpha$ closest to the target distribution $\pi$. Therefore, knowledge about the target density surface can help to find an approximate choice of $\alpha$. However, the optimal mixture proportions for $\sigma^2(\alpha)$ sometimes can be counterintuitive. For instance, in Example 1(B2) of Section 5, the target distribution is a mixture of a normal distribution and $\alpha$ distribution, with mixing probability 0.8 and 0.2, respectively. When the same normal distribution is used as one of the mixture, its optimal mixture proportion is only $0.1%$. This is because, for $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$, the numerator of $\sigma^2(\alpha)$ involves $\beta_\alpha$, a function of $\alpha$, which complicates the determination of the optimal proportions. Hence, an automatic selection for mixture proportions becomes necessary for $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$.

Remark 3. If $\tilde{\alpha}$ in (9) can be replaced by some other random proportion vector, as long as it is consistent to $\alpha^*$ as $n \to \infty$, the same asymptotic results hold. For example, one can choose the mixture proportions of the second stage so that the combined sample (of both the pilot stage and second stage) is as close to the estimated optimal proportion vector $\alpha$ as possible. For example, if $\hat{n}_0\hat{\alpha} < n\alpha$ for all $k = 1, \ldots, p$, one can use $(n\alpha - n\gamma)/(n_0 - n)$ in the second stage, which results in the combined sample having the exact estimated optimal proportion $\alpha$. In this case, actually one should use $n_0$ as large as possible until it violates the above condition.

Remark 4. Similar asymptotic properties for $\hat{Z}_{\text{MIS}}(\alpha)$ and $\hat{Z}_{\text{SIS}}(\alpha)$ are presented in Lemma 3 in Appendix A. They are always inferior to the control variate based estimators and hence of less interest.

3.2.2 High-Order Properties. Theorem 1 shows that the selection of the pilot sample size $n_0$ does not affect the first-order property of $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$ as long as $n_0 = o(n)$ and $n_0 \to \infty$. Therefore, an optimal choice of $n_0$ needs to be determined by higher-order properties of $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$. Consider the convergence rate of $\alpha - \alpha^*$, a weighted average of $\gamma - \alpha^*$ and $\alpha - \alpha^*$ with weights $n_0/n$ and $1 - n_0/n$. Since $\gamma - \alpha^*$ is biased, one would want to have a smaller $n_0$. However, a large $n_0$ makes $\alpha - \alpha^*$ closer to 0, at the rate $O(1/\sqrt{n_0})$. Therefore, the optimal $n_0$ is chosen to balance the effects of these two rates. The following proposition gives the higher-order asymptotic expansions of $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$.

Proposition 1. Under conditions (C1)–(C6), $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$ can be expanded as $\hat{Z}^* + o(n_0/(n\sqrt{n})) + o(1/(n\sqrt{n}))$ and $\hat{Z}^* = Z + g_1(\alpha) + g_2(\alpha)$, where

$$g_1(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi(x_i)}{q_{\alpha^*}(x_i)} - \frac{\beta_{\alpha^*}g(x_i)}{q_{\alpha^*}(x_i)} \right) \frac{g(x_i)}{n} dx,$$

and $g_2(\alpha) = O\left( \frac{n_0}{n\sqrt{n}} \right) + O\left( \frac{1}{n_0\sqrt{n}} \right)$.

The explicit forms of $g_2(\alpha)$ are tedious and therefore presented in the Appendices. The selection of optimal $n_0$ is based on minimizing the MSE of $\hat{Z}^*$, which is an approximation of the MSE of $\hat{Z}_{\text{Reg}}(\alpha)$ and $\hat{Z}_{\text{MLE}}(\alpha)$. Such an approximation of moments, as the criterion of second-order optimality, has been widely used in higher-order asymptotic theory, for example, Rothenberg (1984).

Theorem 2. Under conditions (C1)–(C6) and (C7) $\int \pi(x)^2/q_{\alpha^*}(x)^2 dx < \infty$ for some $\alpha \in \Theta$, it holds that

$$E(\hat{Z}^* - Z) = O\left( \frac{1}{n} \right) \quad \text{and} \quad \text{var}(\hat{Z}^* - Z) = \frac{1}{n} \sigma^2(\alpha^*) + O\left( \frac{n_0}{n^2} \right) + O\left( \frac{1}{n\mu_0} \right).$$

Therefore, $\text{MSE}(\hat{Z}^*) - n^{-1}\sigma^2_{\text{Reg}}(\alpha^*) = O\left( \frac{n_0}{n^2} \right) + O\left( \frac{1}{n\mu_0} \right)$.

The above result gives the approximate mean squared error with higher-order terms beyond the usual asymptotic variance $n^{-1}\sigma^2_{\text{Reg}}(\alpha^*)$. The order can be attributed to three sources of variability. See the Appendices for details. One source of variability is due to using the pilot sample with mixture proportions $\gamma \neq \alpha^*$, which leads to terms of order $O(n_0/n^2)$. The second source is the variability of estimator $\tilde{\alpha}$, which is of the order $O(1/(n\mu_0))$. The third source is the variability of estimating $\beta_{\alpha^*}$, which is the optimal coefficient of control variates, in $\sigma^2_{\text{Reg}}(\alpha)$. In $\hat{Z}_{\text{Reg}}(\alpha)$, the estimator of $\beta_{\alpha^*}$ is $\hat{\beta}_{\alpha^*}$. In $\hat{Z}_{\text{MLE}}(\alpha)$, a similar estimator is used, as can be seen from the proof of Theorem 1. This variability is of the order $O(1/(n\sqrt{n}))$, which is also $O(n_0/n^2) + O(1/(n\mu_0))$ because $2/\sqrt{n} \leq n_0/n + 1/n_0$ by the inequality $2ab \leq a^2 + b^2$.

Remark 5. By minimizing the order of the difference, the optimal $n_0$ is $O(\sqrt{n})$ and hence $\text{MSE}(\hat{Z}^*) - n^{-1}\sigma^2_{\text{Reg}}(\alpha^*)$ is of order $O(1/(n\sqrt{n}))$. The asymptotic rate shows that how $n_0$ should change with the total sample size $n$. In practice, another consideration of selecting $n_0$ is the coverage of the target distribution with pilot samples. A poor coverage can lead to poorly estimated asymptotic variance and result in inaccurate $\tilde{\alpha}$. Our experience shows one should choose $n_0$ at least $\sqrt{n}$ and possibly larger according to the complexity of problem and the quality of proposal distributions. On the other hand, one can assess $\tilde{\alpha}$ by estimating its standard error after the pilot stage. If the standard error is larger than some criterion, such as 10% of $\tilde{\alpha}$, one can add additional pilot samples. The standard error formula is given in Appendix B.

Remark 6. One essential fact leading to Theorem 2 is $\alpha - \alpha^* = O\left( 1/\sqrt{n_0} \right) + O(n_0/n)$. Therefore, when $\alpha$ is replaced by...
some other construction that is consistent but with different rate (e.g., Remark 3), the orders in Theorem 2 may change.

Remark 7. When some coordinates of \( \alpha^* \) are on the boundary of \([\delta, 1 - \delta]\), the exact second-order property is complicated. However, it is still reasonable to use the same \( n_0 \) as indicated in Theorem 2. For example, when \( \alpha^*_T \) is on the boundary, as \( \alpha^* \), this \( M \)-estimator, will converge to \( \alpha^* \) with a rate faster than or equal to \( O(1/\sqrt{n_0}) \) (Geyer 1994). In the proof of Theorem 2, when the convergence rate of \( \hat{\alpha} \), changes from \( O(1/\sqrt{n_0}) \) to \( O(1/n_0^\varepsilon) \) with \( \varepsilon \geq \frac{1}{2} \), the second order \( O(n_0/n^2) + O(1/n_0n) \) changes to \( O(n_0/n^2) + O(1/(n_0^2n)) \). Then by choosing \( n_0 = O(\sqrt{n}) \), \( \operatorname{MSE}\{\hat{Z}^* - n^{-1/2}\hat{\sigma}^2(\alpha^*)\} = O(1/(n_0\sqrt{n})) \) and the accuracy of \( \hat{Z}_{\text{Reg}}(\hat{\alpha}) \) and \( \hat{Z}_{\text{MLE}}(\hat{\alpha}) \) remains the same.

4. EXTENSION TO RATIO ESTIMATORS

4.1 Extension of IS Techniques to Ratio Estimators

As mentioned in Section 1, the integral (2) can be estimated by the ratio estimator

\[
\hat{\mu}_{IS} = \frac{1}{n} \sum_{i=1}^{n} \frac{h(x_i)\pi(x_i)}{\hat{q}_a(x_i)},
\]

(Liu 2008; Rubinstei and Kroese 2008). By the delta method, it is easy to show that the asymptotic variance of \( \hat{\mu}_{IS} \) is

\[
\text{var}_{q} \left( \frac{h(x)\pi(x) - \mu\pi(x)}{q(x)} \right).
\]

In the sense of minimizing (12), the optimal choice of \( q(x) \) is the probability density proportional to \( |h(x)\pi(x) - \mu\pi(x)| \). Therefore, it is preferred to choose \( q(x) \) that mimics the shape of \( |h(x)\pi(x) - \mu\pi(x)| \). Similar to estimating the normalizing constant, multiple proposals may be needed and the techniques in Section 2 may be beneficial.

Given \( p \) proposal distributions \( q_1(x), \ldots, q_p(x) \) and mixture proportions \( \{\alpha_k\}_{k=1}^p \) satisfying \( \sum_{k=1}^p \alpha_k = 1 \). Observations \( \{x_{k1}, \ldots, x_{kn_k}\} \) are generated from proposal \( q_k \) with size \( n_k = \alpha_k n \) for each \( k \). In Hesterberg (1995), the mixture IS and stratified sampling were applied to \( \hat{\mu}_{IS} \) by using the mixture proposal \( \hat{q}_a \) in numerator and denominator separately as follows:

\[
\hat{\mu}_{IS} = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki})}{\hat{q}_a(x_{ki})}.
\]

Control variates and likelihood approach can also be applied to \( \hat{\mu}_{IS} \). With the same control variates \( g(x) \) as in (8), \( \mu \) can be estimated by the following:

\[
\hat{\mu}_{\text{Reg}} = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki}) - \hat{\beta}_1^T g(x_{ki})}{\hat{q}_a(x_{ki})},
\]

\[
\hat{\mu}_{\text{MLE}} = \frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki}) - \hat{\beta}_2^T g(x_{ki})}{\hat{q}_a(x_{ki})}.
\]

where

\[
\hat{\beta}_1 = \text{var}_{q} \left( \frac{g(X)}{\hat{q}_a(X)} \right)^{-1} \text{cov}_{q} \left( \frac{h(X)\pi(X)}{\hat{q}_a(X)} - \frac{g(X)}{\hat{q}_a(X)} \right)
\]

\[
\hat{\beta}_2 = \text{var}_{q} \left( \frac{g(X)}{\hat{q}_a(X)} \right)^{-1} \text{cov}_{q} \left( \frac{\pi(X)}{\hat{q}_a(X)} - \frac{g(X)}{\hat{q}_a(X)} \right)
\]

\[
\hat{\zeta} = \text{argmax}_{\zeta} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \log \left[ q_a(x_{ki}) + \zeta^T g(x_{ki}) \right].
\]

Remark 8. The optimality of the above estimators can be seen by extending the optimality results of \( \hat{Z}_{\text{Reg}} \) in Owen and Zhou (2000) and \( \hat{Z}_{\text{MLE}} \) in Tan (2004) from scalar case to vector case. Specifically, under conditions (C1)–(C3) for \( \pi(x) \) and \( h(x)\pi(x) \), the two estimators

\[
\begin{pmatrix}
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki}) - \hat{\beta}_1^T g(x_{ki})}{\hat{q}_a(x_{ki})} \\
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki}) - \hat{\beta}_2^T g(x_{ki})}{\hat{q}_a(x_{ki})}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki})}{\hat{q}_a(x_{ki})} \\
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki})}{\hat{q}_a(x_{ki})}
\end{pmatrix}
\]

can be shown to be consistent and asymptotically normal with the minimum covariance matrix among all estimators in the form of

\[
\begin{pmatrix}
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki})}{\hat{q}_a(x_{ki})} \\
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki})}{\hat{q}_a(x_{ki})}
\end{pmatrix}
\]

\[
\begin{pmatrix}
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{h(x_{ki})\pi(x_{ki}) - \hat{\beta}_1^T g(x_{ki})}{\hat{q}_a(x_{ki})} \\
\frac{1}{n} \sum_{k=1}^{p} \sum_{i=1}^{n_k} \frac{\pi(x_{ki}) - \hat{\beta}_2^T g(x_{ki})}{\hat{q}_a(x_{ki})}
\end{pmatrix}
\]

for arbitrary real vectors \( \beta_1 \) and \( \beta_2 \). Here \( A \geq B \) means \( A - B \) is nonnegative definite for two square matrices \( A \) and \( B \). Then by the delta method, it is straightforward to show the optimality of \( \hat{\mu}_{\text{Reg}} \) and \( \hat{\mu}_{\text{MLE}} \). Their asymptotic variances are identical and equal to

\[
\sigma_a^2(\alpha) = \frac{1}{Z^2} \text{var}_{q} \left( \frac{h(X)\pi(X) - \hat{\beta}_a^T g(X)}{\hat{q}_a(X)} \right).
\]

where

\[
\beta_a = \text{var}_{q} \left( \frac{g(X)}{\hat{q}_a(X)} \right)^{-1} \text{cov}_{q} \left( \frac{h(X)\pi(X) - \hat{\beta}_a^T g(X)}{\hat{q}_a(X)} \right).
\]

4.2 Two-Stage Procedure For Ratio Estimators

Take \( \hat{Z}_{\text{Reg}} \) and \( \hat{Z}_{\text{MLE}} \) as functions of \( \alpha \) and denote by \( \hat{Z}_{\text{Reg}}(\alpha) \) and \( \hat{Z}_{\text{MLE}}(\alpha) \). The two-stage procedure in Section 3 can be applied here:

1. First stage: Given initial proportion \( y = (y_1, \ldots, y_p) \) satisfying \( \sum_{k=1}^{p} y_k = 1 \), generate \( n_0 \) independent stratified
sample \( \{x_i\}_{i=1}^{n_0} \) from \( q_{\alpha}(x) \). Obtain \( \hat{\alpha} \) by minimizing
\[
\hat{\sigma}^2(\alpha) = \frac{1}{n_0} \sum_{i=1}^{n_0} \left[ h(x_i)\pi(x_i) - \hat{\mu}\pi(x_i) - \hat{\beta}_a q(x_i) \right]^2 q_{\alpha}(x_i) q_{\alpha}(x_i),
\]
where
\[
\hat{\mu} = \frac{1}{n_0} \sum_{i=1}^{n_0} h(x_i)\pi(x_i) / \frac{1}{n_0} \sum_{i=1}^{n_0} \pi(x_i),
\]
and
\[
\hat{\beta}_a = \left( \frac{1}{n_0} \sum_{i=1}^{n_0} g(x_i)g(x_i)^T \right)^{-1} \times \left[ \frac{1}{n_0} \sum_{i=1}^{n_0} \left( h(x_i)\pi(x_i) - \hat{\mu}\pi(x_i) \right) g(x_i) \right].
\]
with respect to \( \alpha \) over \( \Theta \).

2. Second stage: Generate \( n - n_0 \) independent stratified observations \( \{x_i\}_{i=n_0+1}^{n} \) from \( q_{\alpha}(x) \). Estimate integral \( \mu \) by \( \hat{\mu}_{\text{Reg}}(\hat{\alpha}) \) or \( \hat{\mu}_{\text{MLE}}(\hat{\alpha}) \) with all \( n \) observations, where \( \hat{\alpha} = n_0/n \cdot \gamma + (n - n_0)/n \cdot \hat{\alpha} \).

In the first stage, \( \hat{\sigma}^2(\alpha) \) is the Monte Carlo estimate of \( Z^2\sigma^2_\alpha(\alpha) \). Similar to the results in Section 3.3.1, \( \hat{\mu}_{\text{Reg}}(\hat{\alpha}) \) and \( \hat{\mu}_{\text{MLE}}(\hat{\alpha}) \) for \( \mu \) have proper asymptotic results and the case for two proposal distributions is stated below.

Theorem 3. Under conditions (C1)–(C5) with \( \pi(x) \) replaced by \( h(x)\pi(x) - \mu\pi(x) \), \( \hat{\mu}_{\text{Reg}}(\hat{\alpha}) \) and \( \hat{\mu}_{\text{MLE}}(\hat{\alpha}) \) are consistent and
\[
\sqrt{n} \left( \hat{\mu}_{\text{Reg}}(\hat{\alpha}) - \mu \right) \xrightarrow{D} N(0, \sigma^2_\mu(\alpha^*))
\]
and
\[
\sqrt{n} \left( \hat{\mu}_{\text{MLE}}(\hat{\alpha}) - \mu \right) \xrightarrow{D} N(0, \sigma^2_\mu(\alpha^*)),
\]
where \( \alpha^* \) is the minimizer of \( \sigma^2_\alpha(\alpha) \).

4.3 Consideration of Selecting Component Proposal Distributions

In this article, we focus on finding the optimal mixture weights to construct a mixture proposal distribution for IS, assuming that the set of component proposals to be included in the mixture has been preselected. Since the proposed mixture proportion determination automatically discriminates the high-quality proposals from the poor ones, our procedure in a way alleviates the difficulty of selecting the set of proposal distributions. It also allows a larger set of proposals to be considered as the procedure serves as a selection tool. Nevertheless, preselection of the proposals is extremely important as it provides the basis for efficient inference of optimal mixture weights. This is an area of active research. Here we provide some remarks and practical guidance.

Consider the asymptotic variances of \( \hat{Z}_{\text{Reg}}(\hat{\alpha}) \), \( \hat{Z}_{\text{MLE}}(\hat{\alpha}) \), \( \hat{\mu}_{\text{Reg}}(\hat{\alpha}) \), and \( \hat{\mu}_{\text{MLE}}(\hat{\alpha}) \) in (10) and (13). Owen and Zhou (2000) and Tan (2004) showed that when \( \pi(x) \) is a linear combination of the component proposals, \( \sigma^2_\alpha(\alpha) = 0 \) for any \( \alpha \). Therefore for estimating \( Z \), it is preferred that the component proposals have a linear combination close to the shape of \( \pi(x) \). This can be achieved by using proposals that separately approximate the modes and tails of \( \pi(x) \). Alternatively, one can decompose \( \pi(x) \) into a linear combination
\[
\pi(x) = \sum_{k=1}^{r} c_k\pi_k(x).
\]
Then the component proposals can be obtained by approximating each \( \pi_k(x) \). Owen and Zhou (2000) gave some illustrations of this strategy.

For the ratio estimator, it can be shown similarly that when \( h(x)\pi(x) - \mu\pi(x) \) is a linear combination of the component proposals, \( \sigma^2_\alpha(\alpha) = 0 \) for any \( \alpha \). Therefore, the strategy for estimating \( Z \) can be used here as well. In particular, we can find a decomposition
\[
h(x)\pi(x) - \mu\pi(x) = \sum_{k=1}^{r} c_k h(x)\pi_k(x) - \sum_{k=1}^{r} \mu c_k^*\pi_k^*(x)
\]
and find component proposals to approximate the individual terms. If \( h(x) \) takes negative values, additional terms corresponding to \( h(x) = h^+(x) - h^-(x) \) will be needed. Example 3 in Section 5 provides an illustration of this approach.

Another consideration is the tail requirement. For estimating \( Z \), \( q_\alpha^*(x) \) needs to have heavier than \( \pi(x) \); and for estimating \( \mu \), \( q_\alpha^*(x) \) needs to have heavier than \( h(x)\pi(x) - \mu\pi(x) \). In cases where \( \pi(x) \)’s tail decreases exponentially, the requirements can be satisfied by including some Student’s \( t \) distributions or other heavy-tailed distributions in the set of component proposals (Geweke 1989). Oh and Berger (1993) and West (1993) proposed adaptive procedures to find better proposal distributions. Liang, Liu, and Carroll (2007) proposed a stochastic approximation procedure to partition the sample domain and used truncations of the target distribution in the subregions as component proposal distributions. The normalizing constant of each component is estimated in a pilot stage. These procedures can be used here for finding the component proposals in our setting. In fact, the pilot stage of our proposed procedure can also be used as well. The estimated optimal mixture weights from the pilot stage may provide hints on potentially useful proposals to be considered. For example, a large weight for a component proposal that mainly covers the tail in one direction may suggest to use additional proposals to cover the more extreme part of the tail in that direction. However, caution should be exercised when considering the removal of a proposal distribution because of its small weight, since it may be used to serve as a defensive proposal that guarantees finite variance of the IS estimator.

5. EMPIRICAL STUDIES

Here, we present several examples to illustrate the performance of the proposed procedure. In all examples, the standard restricted optimization algorithm BFGS (Broyden-Hetycher-Goldfarb-Shanno) (Battiti and Masulli 1990) is used in the pilot stage to find \( \hat{\alpha} \).

Example 1. Let \( \phi(x; \sigma) \) be the normal density with mean 0 and standard error \( \sigma \), and \( \psi_i(x) \) be the density of \( i \) distribution with degree of freedom \( k \). In this example, we consider two target distributions and two sets of proposal distributions. The combination is listed in Table 1. The case (A1) represents the
Li, Tan, and Chen: Two-Stage Importance Sampling With Mixture Proposals

Table 1. Parameter settings of four cases in Example 1

<table>
<thead>
<tr>
<th>Proposal distributions</th>
<th>Target distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_1 = \prod_{i=1}^{10} \psi_i(x_i)$ and $q_2 = \prod_{i=1}^{10} \phi(x_i; \sigma)$</td>
<td>$\prod_{i=1}^{10} \phi(x_i; 1)$ (A1) $0.2 \prod_{i=1}^{10} \psi_i(x_i) + 0.8 \prod_{i=1}^{10} \phi(x_i; 1)$ (A2) $\prod_{i=1}^{10} \phi(x_i; 1)$ (B1) $0.2 \prod_{i=1}^{10} \psi_i(x_i) + 0.8 \prod_{i=1}^{10} \phi(x_i; 1)$ (B2)</td>
</tr>
</tbody>
</table>

2SIS (Two-Stage Stratified Importance Sampling):

$$1 \sum_{i=1}^{n} \frac{\pi(x_i)}{q_\alpha(x_i)},$$

where

$$\alpha_1 = \text{argmin}_\sigma \left( \alpha_1 \tilde{\text{var}}_1 \left[ \frac{\pi(x_i)}{q_\alpha(x_i)} \right] + (1 - \alpha_1) \tilde{\text{var}}_2 \left[ \frac{\pi(x_i)}{q_\alpha(x_i)} \right] \right)$$

and $\tilde{\text{var}}_k$ denotes the sample variance with the subset of $\{x_i\}_{i=1}^{n}$, which comes from $q_\alpha(x)$. This is the method used in Raghavan and Cox (1998).

2MLE (Two-Stage MLE): This is our proposed method.

The results are shown in Table 2 for estimating $Z$ and $\mu$.

In (B2), both 2SIS and 2MLE choose $\alpha_1 = 0.98$, giving much higher proportion to the heavy-tail $t$ proposal. It is seen that the normal proposal has a much lighter tail ($\sigma = 0.4$) than that the target ($\sigma = 1$). In this case, $q_1(x)$ is the better proposal. UIS, which uses $q_2(x)$ exclusively, does not have finite variance. Comparing to one stage MLE, the two-stage procedure reduces MSE by about 43% and 34% for estimating $Z$ and $\mu$, respectively.

In (B1) and (B2), UIS has the largest variance as expected. By using control variates, 2MLE and MLE perform much better than SIS and 2SIS. With the estimated mixture proportions, 2MLE reduces MSE by 10% and 30% for estimating $Z$ in (B1) and (B2), respectively, comparing the one-stage MLE. Note that 2MLE obtains a larger estimated optimal proportion for $q_1(x)$ in (B2) than in (B1). Intuitively, this is because $q_1(x)$ in (B2) is “closer” to the target integrand. In estimating $\mu$, 2MLE and

Table 2. Comparison of methods for Example 1, with each column for one setting

<table>
<thead>
<tr>
<th>Method</th>
<th>$Z$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UIS</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SIS</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>2SIS</td>
<td>0.001</td>
<td>0.98</td>
</tr>
<tr>
<td>MLE</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>2MLE</td>
<td>0.004</td>
<td>0.98</td>
</tr>
<tr>
<td>UIS</td>
<td>0.16</td>
<td>$9.4 \times 10^3$</td>
</tr>
<tr>
<td>SIS</td>
<td>0.45</td>
<td>28</td>
</tr>
<tr>
<td>2SIS</td>
<td>0.15</td>
<td>16</td>
</tr>
<tr>
<td>MLE</td>
<td>0.27</td>
<td>28</td>
</tr>
<tr>
<td>2MLE</td>
<td>0.15</td>
<td>16</td>
</tr>
</tbody>
</table>

Note: $\tilde{\sigma}_1$ is the mean of 1000 estimated mixture proportions and MSE is mean square error of integral estimators.
MLE perform better than SIS and 2SIS, but the two-stage 2MLE and one-stage MLE are similar, since the estimated optimal proportions are close to 0.5.

To check the convergence properties of 2MLE, in all four cases we report, in Table 3, a comparison between the theoretical minimum asymptotic variances and the sample variance of 2MLE, as well as a comparison between the optimal proportions and the average estimated proportions. It is seen that both of them are quite close to the optimal values.

**Example 2.** Consider a rare event problem in Hesterberg (1995). Let \( X \) be a three-dimensional random variable with independent components \((X_1, X_2, X_3)\) and

\[
X = (X_1, X_2, X_3) = \max(0, Y_1 + 10d - Z_1 - Z_2 - \max(500, 3000 - Y_2 - 40d)),
\]

where \( Y_1 \sim N((1600, 1650, 1600), 100^2I_3), Y_2 \sim N((1600, 1700, 1600), 100^2I_3), Z_1 \sim \Gamma(100, 15, 5, 6, 7) \) with \( \Gamma(\text{scale,shape}) \) denoting the gamma distribution, \( Z_2 \) has density proportional to \( e^{x/100}I_{x\in(0,300)} \), and \( d = \max(0, 60 - t) \), where \( t \sim N((54, 52, 55), 5^2I_3) \). Denote the density of \( X \) to be \( f(x) = \prod_{j=1}^{3} f_j(x_j) \). The targets of interest are

\[
P = P \left\{ \sum_{i=1}^{3} X_i > 1200 \right\}
\]

and

\[
\mu = E \left[ 80 \cdot \max \left\{ \sum_{i=1}^{3} X_i - 1200, 0 \right\} \right].
\]

The true value of \( P \) is about 0.003 and therefore the probability measures the area in the tail of \( f(x) \). Hesterberg (1995) used \( \hat{Z}_{\text{SIS}} \) to estimate \( P \) and \( \mu \) and constructed the proposal distributions by exponential tilting, using \( q(x) = c(\beta) \exp(\sum_{j=1}^{3} \beta_j x_j) f(x) \) with parameters \( \beta = (\beta_1, \beta_2, \beta_3) \). Seven proposals are constructed by setting \( \beta = (c \cdot (I_1, I_2, I_3)) \), where \( I_j \) is binary and \( c \) is set so that \( E[\sum_{i=1}^{3} X_i'] \) is equal to some predetermined value, where \((X_1', X_2', X_3')\) follows \( q(x) \). Including \( f(x) \) as another proposal component, there are eight proposal components. Hesterberg (1995) provided preset mixture proportions for these proposals, listed in Table 4.

Here, we compare the proposed two-stage procedure with the estimator used in Hesterberg (1995) for estimating both \( P \) and \( \mu \). The results are listed in Table 5. Again, simulation is replicated 1000 times independently with \( n = 4000 \) and \( n_0 = 400 \) in each simulation. We report the sample means and variances of \( \hat{P} \) and \( \hat{\mu} \), and the means of the mixture proportion \( \hat{\alpha}_i \) for \( i = 1, \ldots, 8 \).

**Example 3.** In this example, we examine the performance of 2MLE on estimating VaR using a Bayesian GARCH(1,1) model for S&P500 index series. Given a probability \( p \) and a time horizon \( d \), VaR is the value that a portfolio would encounter a loss greater than \( p \) and equal to, with probability \( p \) over the horizon.

Suppose at time \( T \), we have historical log returns \( y = \{y_1, \ldots, y_T\} \). Let \( R(y_d) = \sum_{k=1}^{d} y_{T+k} \) be the cumulative return in the next \( d \) periods, where \( y_{T+k} = (y_{T+1}, \ldots, y_{T+d}) \) and denote \( F_{y_d} \) as the cumulative distribution function (CDF) of \( R \). Then the \( d \) days ahead VaR is defined as

\[
\text{VaR}_p = \inf \left\{ x \in \mathbb{R} | F_{y_d}(x) \leq p \right\}
\]

VaR is a widely used measure of market risk (Duffie and Pan 1997; Jorion 1997). To obtain the CDF \( F_{y_d} \), we model the return series using GARCH model (Engle 1982; Bollerslev 1986), a commonly used model for return series and modeling volatility dynamics. Specifically, we use a Bayesian GARCH(1,1) model with normal innovations (Geweke 1994; Bauwens and Lubrano 2008),

\[
y_t = \varepsilon_t h_t^{1/2}, \quad \varepsilon_t \sim N(0, 1), \quad h_t = \phi_0 + \phi_1 \varepsilon_{t-1}^2 + \rho \varepsilon_{t-1}
\]

where \( \phi_0 \geq 0, \phi_1 \geq 0 \), and \( \beta \geq 0 \) and \( \phi_1 + \beta < 1 \) to ensure stationarity. Following Geweke (1994), the prior distributions of \( \log \phi_0 \) and \( (\phi_1, \beta) \) are selected to be \( N(\alpha_0, \sigma_0^2) \) and \( U(0 \geq 0, \beta \geq 0, \phi_1 + \beta < 1) \). Here \( \phi_0 \) is transformed to have the real line as a domain, and \( (\phi_1, \beta) \) follows a uniform distribution in the stationary domain. The hyperparameters \( \alpha_0 \) and \( \sigma_0^2 \) are set to be 1 and 2, respectively. We also use the sample variance for \( h_0^2 \) for simplicity.

The Bayesian approach has the advantage of taking into account of parameter estimation variability in the estimation of VaR. Due to the complexity, Monte Carlo method is used. Since
VaR is largely a tail property, an appropriate implementation of IS may significantly improve the efficiency. Although VaR is not in the form of integral, it can be estimated easily by empirical quantiles from the Monte Carlo samples. Note that, CDF and probability are in the form of integral.

The two-stage algorithm is tested to estimate VaR with $\rho = 0.05$ and 0.01 and horizons 1, 2, and 5 days, corresponding to 4-, 5-, and 8-dimensional problem, as there are three parameters in the GARCH(1,1) model. Denote $\theta = (\log \phi_0, \phi_1, \beta)$. For each VaR, following the strategy discussed in Section 4.3, we construct the proposal distributions based on the asymptotic variance of the empirical posterior CDF at VaR

$$
\sigma^2_\rho(\alpha) = \int \left[ \frac{1}{p(y_d; \theta)} \cdot \pi(y_d; \theta) - \beta_\mu^T \cdot \sigma(y_d; \theta) \right]^2 q_\alpha(y_d, \theta) \, dy_d \, d\theta,
$$

(16)

where $\pi(y_d; \theta) = \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta)$, $p(y_k|y_{k-1}, \theta)$ is the innovation density and $\rho(\theta)$ is the prior density of $\theta$.

Expression (16) is not the variance of VaR$_\rho$. However, Koijen and Van Dijk (2010) showed that the asymptotic variance of VaR$_\rho$ can be approximated by $\sigma^2_\rho(\alpha)$ times a constant, which does not depend on the proposal density. Since it is difficult to sample from $\pi(y_d; \theta)$ directly, we approximate it by the mixture of

$$
q_1(y_d, \theta) = \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta) q_N(y_d; \theta)
$$

and

$$
q_2(y_d, \theta) = q_3(y_{T+d}|y_{T+d-1}, \theta) \prod_{k=1}^{T+d-1} p(y_k|y_{k-1}, \theta) q_N(y_d; \theta),
$$

where $q_N(y_d; \theta)$ is the normal distribution with the mean vector being the MLE $\hat{\theta}$ and the covariance matrix $\Sigma_N$, and therefore only mixture proportions for $q_3$ and $q_4$ need to be restricted.

To incorporate the integrand as discussed in Section 4.3, we further extend $q_1(y_d, \theta)$ and $q_2(y_d, \theta)$ to include

$$
q_3(y_d, \theta) \propto \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta) q_1(y_d, \theta)
$$

and

$$
q_4(y_d, \theta) \propto \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta) q_2(y_d, \theta),
$$

where $q_1(y_d, \theta)$ is the product of three location-scale generalization of $\pi_1$ densities with the means being $\hat{\theta}$ and the squared scale parameters being the diagonal elements of $\Sigma_N$, and $q_3$ is the same as in the construction of $q_2$. Since $\pi(y_d, \theta)/q_1(y_d, \theta) = p(\theta)/q_1(\theta)$ and $p(\theta)$ is the prior distribution with exponentially decreasing tail, $q_1(y_d, \theta)$ has heavier tail than $\pi(y_d, \theta)$. Similarly, $q_2$ and $q_4$ have heavier tail than $q_1$, $q_2$, and proposals below, and therefore only mixture proportions for $q_3$ and $q_4$ need to be restricted.

The estimation of VaR$_{0.05}$ can be done simultaneously by including the following component proposals:

$$
q_5(y_d, \theta) \propto \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta) q_3(y_d, \theta)
$$

and

$$
q_6(y_d, \theta) \propto \prod_{k=1}^{T+d} p(y_k|y_{k-1}, \theta) q_4(y_d, \theta),
$$

where $q_5(y_d, \theta)$ and $q_6(y_d, \theta)$ are used as component proposal distributions.

Since our objective is to estimate VaR$_{0.05}$ and VaR$_{0.01}$ simultaneously, in the pilot stage we estimate the optimal mixture proportions by minimizing the sum of variances of the two estimators. Since $q_5$, ..., $q_8$ involve the unknown VaR$_{0.05}$ and VaR$_{0.01}$, the first stage sampling is modified as follows.

1. Generate pilot samples from $q_1$ to $q_4$ with sample size $n_0/8$ each.
2. Estimate VaR$_{0.05}$ using the pilot samples from step 1. Replace VaR$_{0.05}$ in $q_5$ and $q_6$ with the estimate and generate pilot samples from them, with sample size $n_0/8$ each.
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Table 5. Comparison between two methods of Example 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Var</th>
<th>$\hat{a}_1$</th>
<th>$\hat{a}_2$</th>
<th>$\hat{a}_3$</th>
<th>$\hat{a}_4$</th>
<th>$\hat{a}_5$</th>
<th>$\hat{a}_6$</th>
<th>$\hat{a}_7$</th>
<th>$\hat{a}_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>$3.4 \times 10^{-3}$</td>
<td>$3.0 \times 10^{-4}$</td>
<td>0.500</td>
<td>0.0035</td>
<td>0.028</td>
<td>0.0005</td>
<td>0.236</td>
<td>0.018</td>
<td>0.064</td>
<td>0.151</td>
</tr>
<tr>
<td>2MLE</td>
<td>$3.4 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-4}$</td>
<td>0.001</td>
<td>0.0040</td>
<td>0.038</td>
<td>0.0009</td>
<td>0.420</td>
<td>0.051</td>
<td>0.170</td>
<td>0.310</td>
</tr>
<tr>
<td>$\mu$</td>
<td>SIS</td>
<td>41</td>
<td>1.8</td>
<td>0.500</td>
<td>0.0035</td>
<td>0.028</td>
<td>0.0005</td>
<td>0.236</td>
<td>0.018</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>2MLE</td>
<td>41</td>
<td>1.0</td>
<td>0.001</td>
<td>0.002</td>
<td>0.021</td>
<td>0.0003</td>
<td>0.380</td>
<td>0.040</td>
<td>0.150</td>
</tr>
</tbody>
</table>

NOTES: SIS is the method of Hesterberg (1995) and 2MLE is our method. $\hat{P}$ and $\hat{F}$ are the means of 1000 point estimators, $\hat{a}_r$ are the average mixture proportions, and $\hat{V}$ is the sample variance of 1000 estimators.
2. Replace \( \hat{\alpha}_q \) in \( q_7 \) and \( q_8 \) with the estimate and generate pilot samples from them, with sample size \( n_0/8 \) each.

4. Obtain \( \hat{\alpha} \) by minimizing \( \hat{\tau}^2_{0.05}(\alpha) + \hat{\tau}^2_{0.01}(\alpha) \), where \( \hat{\tau}^2_{p}(\alpha) \) is the estimator for \( \tau^2_p(\alpha) \) using all samples in the first three steps.

Here, we compare the two-stage procedure 2MLE with the one-stage approach, but also alleviates to some extent the difficulty of selecting proposal distributions. The simulation results (not shown here) show that, when \( c \) is small, 2MLE tends to assign most of the mixture proportions to the heavy tail \( q_1 \) and \( q_2 \). This insight reinforces the notion that the two-stage approach not only improves upon the one-stage approach, but also alleviates to some extent the difficulty of selecting proposal distributions.

### Table 6. Comparison between MLE and 2MLE in Example 3

<table>
<thead>
<tr>
<th>Horizon</th>
<th>Method</th>
<th>( p = 0.05 )</th>
<th>( p = 0.01 )</th>
<th>( p = 0.05 )</th>
<th>( p = 0.01 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day</td>
<td>MLE</td>
<td>-1.332 14e-5</td>
<td>-1.894 20e-5</td>
<td>-1.332 14e-5</td>
<td>-1.894 20e-5</td>
</tr>
<tr>
<td></td>
<td>2MLE</td>
<td>-1.886 5.1e-4</td>
<td>-2.773 1.2e-4</td>
<td>-1.886 5.1e-4</td>
<td>-2.773 1.2e-4</td>
</tr>
<tr>
<td>5 days</td>
<td>MLE</td>
<td>-2.997 17e-4</td>
<td>-4.432 5.9e-3</td>
<td>-2.997 17e-4</td>
<td>-4.432 5.9e-3</td>
</tr>
<tr>
<td></td>
<td>2MLE</td>
<td>-2.996 5.4e-4</td>
<td>-4.424 1.8e-3</td>
<td>-2.996 5.4e-4</td>
<td>-4.424 1.8e-3</td>
</tr>
</tbody>
</table>

**NOTE:** \( \overline{\text{VaR}} \) is the average of 300 point estimators and \( \hat{\nu} \) is the sample variance of 300 estimators.

### Table 7. Summary of mixture proportions estimated from stage 1

<table>
<thead>
<tr>
<th>VaR</th>
<th>( \hat{\alpha}_1 )</th>
<th>( \hat{\alpha}_2 )</th>
<th>( \hat{\alpha}_3 )</th>
<th>( \hat{\alpha}_4 )</th>
<th>( \hat{\alpha}_5 )</th>
<th>( \hat{\alpha}_6 )</th>
<th>( \hat{\alpha}_7 )</th>
<th>( \hat{\alpha}_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day</td>
<td>1e-3 8e-4 3.4e-1 6.2e-1 9e-3 1.7e-2 8e-3 2e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 days</td>
<td>1e-3 1e-3 3.5e-1 6.0e-1 2.4e-2 3e-3 9e-3 2e-3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 days</td>
<td>1e-3 6e-4 4.3e-1 5.4e-1 2.0e-2 8e-4 4e-3 5e-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** The average over 300 simulations are reported. \( \hat{\alpha}_1 \) to \( \hat{\alpha}_8 \) correspond to the mixture proportions assigned to \( q_1 \) to \( q_8 \).

It is seen that 2MLE is always better than MLE. Most interestingly, it shows that the performance of both methods depends on the quality of the proposal distributions, but 2MLE is much less sensitive to the proposal distributions and has more robust performance than MLE. This is due to 2MLE’s ability to automatically adjust mixture proportion for the most efficient performance of 2MLE and MLE.

Finally, we report some interesting insights on the comparison between MLE and 2MLE. By multiplying a scaling constant \( c^2 \) to the covariance matrix \( \Sigma_N \) used in the proposal \( q_1 \), all the related component proposals are made either more dispersed for \( c > 1 \) or more concentrated for \( c < 1 \). Since \( \sigma^2_p(\alpha) \) is proportional to the estimation variance of VaR and the proportion does not depend on the proposal density, the trajectories of estimated \( \sigma^2_p(\alpha^*) \) and \( \sigma^2(\alpha_{0h}) \) as function of \( c \) are given in Figure 1 to illustrate how the quality of proposal distribution affect the performance of 2MLE and MLE.

It is seen that 2MLE is always better than MLE. Most interestingly, it shows that the performance of both methods depends on the quality of the proposal distributions, but 2MLE is much less sensitive to the proposal distributions and has more robust performance than MLE. This is due to 2MLE’s ability to automatically adjust mixture proportion for the most efficient estimation. The simulation results (not shown here) show that, when \( c \) is small, 2MLE tends to assign most of the mixture proportions to the heavy tail \( q_1 \) and \( q_2 \). This insight reinforces the notion that the two-stage approach not only improves upon the one-stage approach, but also alleviates to some extent the difficulty of selecting proposal distributions.

![Figure 1](https://example.com/figure1.png)  
**Figure 1.** The left figure gives trajectories of estimated \( \sigma^2(\alpha^*) \) and \( \sigma^2(\alpha_{0h}) \), corresponding to MLE and 2MLE methods, respectively, with respect to the scaling constant \( c \). \( c \) ranges from 0.1 to 4. For each \( c \), the theoretical variances are estimated using one Monte Carlo sample, and the average over 10 replicates is reported. The right figure gives the trajectory of ratio of estimated \( \sigma^2_p(\alpha^*) \) over estimated \( \sigma^2(\alpha_{0h}) \).
6. SUMMARY

In this article, we proposed a two-stage procedure to select the optimal mixture proportions for the regression estimator in Owen and Zhou (2000) and MLE estimator in Tan (2004), and established the corresponding theoretical framework. The two-stage procedure significantly improved the existing methods in four aspects. First, the proposed estimator is asymptotically the best among all the estimators proposed in Owen and Zhou (2000), Tan (2004), and Raghavan and Cox (1998). Second, the criterion function of our pilot stage optimization is convex in its arguments, and therefore it is guaranteed that the optimization converges to the global minimum. Third, since there is no simple intuition in selecting the proportions for Owen and Zhou’s (2000) regression estimator and Tan’s (2004) MLE estimator, the proposed automatic procedure makes it much easier and safer to use mixture distributions for IS. Finally, the automatic determination of the mixture proportion alleviates the difficulty of choosing the set of proposal distributions to be considered in the mixture, as it serves as a selection and discrimination tool and hence allows users to include more potential proposal distributions for consideration.

APPENDIX A. PROOF OF RESULTS

For simplicity, we only consider two proposal distributions. Then \( \alpha = (\alpha_1, 1 - \alpha_1) \) and \( \gamma = (\gamma_1, 1 - \gamma_1) \). The proofs can be extended to the case of more than two proposals. To begin with, we establish the consistency of \( \hat{\alpha} = (\hat{\alpha}_1, 1 - \hat{\alpha}_1) \). Note that \( \hat{\alpha}_1 \) is equivalently a component of the bivariate M-estimate \((\hat{\alpha}_1, \hat{\beta}_1) = \arg\min_{\alpha, \beta} \sum_{i=1}^{n_0} m(x_i; \alpha, \beta) \), where \( m(x_i; \alpha, \beta) = [\pi(x_i) - \beta g(x_i)]^2 / q_{\alpha, \beta}(x_i) \). Let \( M(\alpha, \beta) = \int m(x; \alpha, \beta) q_{\alpha, \beta}(x) \, dx \) and \( (\alpha^*_1, \beta^*) = \arg\min_{\alpha, \beta} M(\alpha, \beta) \). Meanwhile, \( M(\alpha, \beta) \) and \( \sigma^2(\alpha) \) are strictly convex functions.

**Lemma 1.** It holds that

\[
(\hat{\alpha}_1, \hat{\beta}_1) \rightarrow (\alpha^*_1, \beta^*),
\]

\[
(\hat{\alpha}_1, \hat{\beta}_1) = (\alpha^*_1, \beta^*) - \frac{1}{2\sqrt{n_0}} V^{-1} \hat{U} + o_p \left( \frac{1}{\sqrt{n_0}} \right),
\]

where \( V \) and \( \hat{U} \) are given in Lemma 2. Then \( \alpha = (\alpha_1, 1 - \tilde{\alpha}_1) \rightarrow (\alpha^*_1, 1 - \alpha^*_1) \). Meanwhile, \( M(\alpha, \beta), \sigma^2(\alpha) \), and \( \sigma^2(\alpha) \) are strictly convex functions.

**Proof.** Note that \( m(x; \alpha, \beta) \) is convex since its Hessian matrix

\[
D^2m(x; \alpha, \beta) = \frac{2g(x)}{q_{\alpha, \beta}(x)} \begin{pmatrix}
\frac{\pi(x) - \beta g(x)}{q_{\alpha, \beta}(x)} & \frac{\pi(x) - \beta g(x)}{q_{\alpha, \beta}(x)} \\
\frac{\pi(x) - \beta g(x)}{q_{\alpha, \beta}(x)} & 1
\end{pmatrix}
\]

is a positive semidefinite matrix. Then the consistency of \( (\hat{\alpha}_1, \hat{\beta}_1) \) can be proved by verifying conditions 1–3 in Haberman (1989) for M-estimators by convex minimization. First, the parameter set \( \Theta = [\delta, 1 - \delta] \times \mathbb{R} \) of \( (\alpha_1, \beta) \) is convex and closed. Second, \((\alpha^*_1, \beta^*)\) is unique. By Durrett (1996, Appendix 9), the differentiation and integration in \( M(\alpha, \beta) \) can be exchanged so that

\[
D^2M(\alpha, \beta) = \begin{pmatrix}
\int \frac{[\pi(x) - \beta g(x)]^2 g(x)^2}{q_{\alpha, \beta}(x)^2} \, dx & 2 \int \frac{[\pi(x) - \beta g(x)] g(x)^2}{q_{\alpha, \beta}(x)^2} \, dx \\
2 \int \frac{[\pi(x) - \beta g(x)] g(x)^2}{q_{\alpha, \beta}(x)^2} \, dx & 2 \int \frac{g(x)^2}{q_{\alpha, \beta}(x)} \, dx
\end{pmatrix}
\]

For any bivariate vector \( v, \nu^T (D^2M(\alpha_1, \beta)) v \geq 0 \) and the equality holds only when \( \nu = c_1q_{\alpha, \beta}(x) + c_2q_{\alpha, \beta}(x) \) for some \( c_1 \) and \( c_2 \). By condition (C5), \( D^2M(\alpha, \beta) \) is positive definite. Therefore, \( M(\alpha, \beta) \) is strictly convex and \((\alpha^*_1, \beta^*)\) is unique. Third, let \( W = (\delta, 1 - \delta) \times \mathbb{R} \). By condition (C3), \( M(\alpha, \beta) < \infty \) for any \( (\alpha, \beta) \in W \).

The expansion of \( (\hat{\alpha}_1, \hat{\beta}_1) \) can be found in the proof of Haberman (1989, Theorem 6.1) by verifying his conditions 7 and 10. First, \( D^2M(\alpha^*_1, \beta^*) \) is positive definite as mentioned above. Second, the gradient of \( m(x; \alpha_1, \beta) \) satisfies \( E(Dm(x; \alpha_1, \beta)^2) < \infty \). Therefore, the convergence of \( (\hat{\alpha}_1, 1 - \hat{\alpha}_1) \) holds because \( \hat{\alpha} = \gamma n_0 / n + \alpha(n_0) \) and \( n_0 = o(n) \).

Finally, with the strict convexity of \( M(\alpha, \beta) \), which is stated above, the strict convexity of \( \sigma^2(\alpha) \) can be seen by the facts that \( \sigma^2(\alpha) = \min \{ M(\alpha, \beta), \beta \} \) and

\[
\min \{ M(\lambda \alpha_1 + (1 - \lambda) \alpha_2, \beta), \lambda \beta_1 + (1 - \lambda) \beta_2 \} \leq \min \{ M(\alpha_1, \beta), \beta \}
\]

for any \( \alpha_1, \alpha_2 \) and \( \lambda \in [0, 1] \). The strict convexity of \( \sigma^2(\alpha) \) can be proved similarly.

The following expansion of \( (\hat{\alpha}_1, \hat{\beta}_1) \) will be used in the higher-order calculation of \( \hat{Z}_{\text{MLE}}(\hat{\alpha}) \) and \( \hat{Z}_{\text{MLE}}(\hat{\alpha}) \).

**Lemma 2.** It holds that

\[
(\hat{\alpha}_1, \hat{\beta}_1) = (\alpha^*_1, \beta^*) + \frac{1}{2\sqrt{n_0}} V^{-1} \hat{U} + o_p \left( \frac{1}{\sqrt{n_0}} \right),
\]

where \( \hat{U} \) is a random variable of order \( O_p(1) \).

\[
\hat{U} = \frac{1}{\sqrt{n_0}} \sum_{i=1}^{n_0} \frac{(\pi(x_i) - \beta^* g(x_i))^2 g(x_i)}{q_{\alpha, \beta}(x_i) q_{\alpha, \beta}(x_i)},
\]

\[
\hat{V} = \frac{1}{\sqrt{n_0}} \sum_{i=1}^{n_0} \frac{[\pi(x_i) - \beta^* g(x_i)] g(x_i)^2}{q_{\alpha, \beta}(x_i) q_{\alpha, \beta}(x_i)}.
\]

**Proof.** Note that \( \hat{U} = n_0^{-1/2} \sum_{i=1}^{n_0} Dm(x; \alpha^*_1, \beta^*), \hat{V} = n_0^{-1/2} \sum_{i=1}^{n_0} D^2m(x; \alpha^*_1, \beta^*), \) and \( V = \int D^2m(x; \alpha^*_1, \beta^*) \, dx \). Then by Taylor expansion around \((\alpha^*_1, \beta^*)\) on \( n_0^{-1/2} \sum_{i=1}^{n_0} Dm(x; \hat{\alpha}_1, \hat{\beta}_1) = 0 \) and the convergence of \( (\hat{\alpha}_1, \hat{\beta}_1) \), we have

\[
0 = \frac{1}{\sqrt{n_0}} \hat{U} + \frac{2}{\sqrt{n_0}} \hat{V} (\hat{\alpha}_1 - \alpha^*_1) + \frac{1}{n_0} \hat{W} + o_p \left( \frac{1}{n_0} \right),
\]

where \( \hat{W} \) is a random variable of order \( O_p(1) \).
then

\[
\left( \bar{x}_i - \alpha_i^* \right) / \sqrt{\beta} = \frac{1}{\sqrt{n_0}} V^{-1} \left( \bar{V} - \sqrt{n_0} V \right) \cdot \sqrt{n_0} \left( \bar{x}_i - \alpha_i^* \right) / \sqrt{\beta} + \hat{W} + o_p(\sqrt{n_0}).
\]

The expansion of \( \left( \bar{x}_i, \sqrt{\beta} \right) \) follows by substituting \( \left( \bar{x}_i - \alpha_i^*, \sqrt{\beta} \right) \) to the right-hand side (RHS) of the above equation.

The combined sample \( \{x_1, \ldots, x_n\} \) can be split into four parts by distributions \( q_1 \) or \( q_2 \) and first or second stages. Denote \( I_{jk} \) to be the index set of observations from the \( j \)th stage and \( q_{k} \), that is, \( I_{11} = \{1, \ldots, n_0 g_1 \}, I_{12} = \{n_0 g_1 + 1, \ldots, n_0 \}, I_{21} = \{n_0 + 1, \ldots, n_0 + [n - n_0 g_1] \}, I_{22} = \{n_0 + [n - n_0 g_1] + 1, \ldots, n \} \), where \( \lfloor x \rfloor \) means the largest integer smaller than \( x \), and \( n_{jk} \) will be the size of \( I_{jk} \). Here, we can use for the index, where \( \lfloor x \rfloor \) is the largest integer smaller than \( x \), to define \( I_{jk} \). But for investigating the asymptotic behavior, the difference can be ignored. We will use the decomposition

\[
G_n(x) = \sqrt{n} \left\{ \sum_{k=1}^{n_0} \sum_{i 
and the variance under distribution density \( \bar{h}/A \) for every \( \alpha \) and \( \beta \). Then by Central Limit Theorem and \( n_0 = o(n) \), the first two terms in (A.2) are of order \( o_p(n) \).

For the last two terms, similarly, we argue that \( G_{22}(h/q_2) = G_{22}(h/q_2^* + o_P(1)) \) by a modification of van der Vaart (2000, p. 1924) and Lemma 1, we have \( G_{i2}(h/q_2) = G_{i2}(h/q_2^* + o_P(1)) \), \( i = 1, 2 \). Therefore the lemma holds.

In the above proof, only the consistency of \( \bar{G} \) is used. If \( \bar{G} \) is replaced by other consistent mixture proportion, the convergence properties still hold.

**Corollary 1.** For any \( \alpha \) satisfying \( \alpha \rightarrow \alpha^* \), it holds that

\[
\sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} h(x_i) - \int h(x)dx \right) \rightarrow^d N \left( 0, \sum_{i=1}^{n} \alpha_i^* Var \left\{ \frac{h(x)}{q_{2*}(x)} \right\} \right).
\]

We also need the convergence of \( \zeta \) in \( \hat{Z}_{\text{MLE}}(\bar{G}) \), where \( \zeta = \text{argmin}_\alpha \sum_{i=1}^{n} \log(q_{2*}(x_i) + \zeta g(x_i)) \).

**Lemma 4.** The following convergence properties for \( \zeta \) hold:

\[
\sqrt{n} \zeta \rightarrow^d 0 \quad \text{and} \quad \zeta \rightarrow N \left( 0, \frac{\sum_{i=1}^{n} \alpha_i^* Var \left\{ \frac{h(x)}{q_{2*}(x)} \right\}}{\left( \int g(x)^2/q_{2*}(x)dx \right)^2} \right).
\]

**Proof.** The random variable \( \sqrt{n} \zeta \) is the minimizer of convex function \( \psi(s) = \sum_{i=1}^{n} \log(q_{2*}(x_i) + s g(x_i))/\sqrt{n} \). By verifying the condition of Hjort and Pollard (1994, basic corollary), we have the expansion

\[
\sqrt{n} \zeta = \frac{n^{1/2} \sum_{i=1}^{n} g(x_i)/q_{2*}(x_i)}{\int g(x)^2/q_{2*}(x)dx} + o_p(1)
\]

and then the convergence of \( \zeta \) follows by Lemma 3. By Taylor expansion around \( 0 \), we have

\[
\psi(s) = \sum_{i=1}^{n} \log(q_{2*}(x_i)) \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} g(x_i) \right] s + \frac{1}{2} \sum_{i=1}^{n} \frac{g(x_i)^2}{q_{2*}(x_i)} s^2 + R_o(s),
\]

where

\[
R_o(s) = \frac{1}{3n^{3/2}} \sum_{i=1}^{n} \frac{g(x_i)^3}{q_{2*}(x_i)} s^3
\]

and \( \xi_1 \) is between \( \alpha_1 \) and \( \alpha_1 + s/\sqrt{n} \).

For fixed \( s \), \( \xi \rightarrow \alpha^* - s/\sqrt{n} \). Then \( R_o(s) \rightarrow 0 \) by Corollary 1, and condition of Hjort and Pollard (1994, basic corollary) holds.
Proof of Theorem 1. By Taylor expansion of $n^{-1} \sum_{i=1}^n g(x_i)/(q_\alpha(x_i) + \xi g(x_i)) = 0$, $\xi$ can be expanded as
\begin{align*}
\hat{\xi} &= \frac{1}{n} \sum_{i=1}^n g(x_i)/q_\alpha(x_i) \\
&= n \left( \frac{1}{n} \sum_{i=1}^n g(x_i)^2/q_\alpha(x_i)^2 + \xi \cdot \frac{1}{n} \sum_{i=1}^n g(x_i)^3/(q_\alpha(x_i) + \xi g(x_i))^3 \right) \\
&= S_g/n, \text{ where } \hat{\xi} \text{ is between } 0 \text{ and } \xi.
\end{align*}
By Taylor expansion, we have
\begin{align*}
\hat{Z}_{\text{MLE}}(\bar{\alpha}) &= \frac{1}{n} \sum_{i=1}^n \frac{\pi(x_i)}{q_\alpha(x_i)}, \\
&= S_g - \left( S_{gg} - \beta^* \right) S_g,
\end{align*}
where
\begin{equation}
S_g = \frac{1}{n} \sum_{i=1}^n \frac{\pi(x_i) - \beta^* g(x_i)}{q_\alpha(x_i)}, \quad S_{gg} = \frac{1}{n} \sum_{i=1}^n \left( \frac{\pi(x_i) + \xi g(x_i)}{q_\alpha(x_i)} \right)^2,
\end{equation}
and $\hat{\xi}$ is between 0 and $\xi$.

Since $\bar{\alpha} \rightarrow \alpha^*$, $\hat{\xi} \rightarrow 0$, and $\pi(x_i)/q_\alpha(x_i) + \xi g(x_i) = q_\alpha(x_i)/q_\alpha(x_i)$, we have
\begin{align*}
S_g &\rightarrow Z, \quad \sqrt{n}S_{gg} \rightarrow N \left( 0, \text{ var}_{\alpha^*} \left[ \frac{\pi(x_i) - \beta^* g(x_i)}{q_\alpha(x_i)} \right] \right), \\
\sqrt{n}S_g \rightarrow N \left( 0, \text{ var}_{\alpha^*} \left[ \frac{\pi(x_i) - \beta^* g(x_i)}{q_\alpha(x_i)} \right] \right).
\end{align*}

Similarly, the consistency and asymptotic normality of $\hat{Z}_{\text{Reg}}(\bar{\alpha})$ hold by the decomposition
\begin{align*}
\hat{Z}_{\text{Reg}}(\bar{\alpha}) &= \frac{1}{n} \sum_{i=1}^n \frac{\pi(x_i) - \beta g(x_i)}{q_\alpha(x_i)}, \\
&= S_g - \left[ \text{var}_{\alpha^*} \left( \frac{\pi(x_i) - \beta g(x_i)}{q_\alpha(x_i)} \right) \right] \beta^* - S_g.
\end{align*}

\begin{proof}
Denote $G_\alpha(x) = \sqrt{n} \sum_{i=1}^n r(x_i) - \int r(x) q_\alpha(x) \, dx$. By (A.3) and Taylor expansion around $\alpha^*$, we have
\begin{align*}
\hat{Z}_{\text{MLE}}(\bar{\alpha}) - Z &= \frac{1}{\sqrt{n}} \left[ G_\alpha(x) - \beta g(x) \right] + \frac{1}{\sqrt{n}} \left[ \frac{g_\alpha(x)}{q_\alpha(x)} \right] \left( S_{gg} - \beta^* \right) + \frac{1}{\sqrt{n}} \left[ G_\alpha(\pi(x) - \beta^* g(x)) \right] + \frac{1}{n} \left[ \text{var}_{\alpha^*} \left( \frac{\pi(x_i) - \beta g(x_i)}{q_\alpha(x_i)} \right) \right] \beta^* + o \left( \frac{1}{n} \right),
\end{align*}
where
\begin{align*}
\beta &= \frac{1}{n} \sum_{i=1}^n \frac{\pi(x_i) g(x_i)/q_\alpha(x_i)}{\int g(x)^2 / q_{\alpha^*}(x) \, dx} \left( 2 - \frac{1}{2} \sum_{i=1}^n \frac{g(x_i)^2 / q_{\alpha^*}(x_i)^2}{\int g(x)^2 / q_{\alpha^*}(x) \, dx} \right).
\end{align*}
Note that $S_{gg} - \beta^* = \beta - \beta^* + o(1/\sqrt{n})$ by Taylor expansion. The expansion of $\hat{Z}_{\text{Reg}}(\bar{\alpha})$ in Lemma 2 can be plugged into the above equation. After some algebra and note that $1/n \leq n_0/n + 1/n_0$ by the inequality $2ab \leq a^2 + b^2$, we obtain the expansion of $\hat{Z}_{\text{MLE}}(\bar{\alpha})$ as follows:
\begin{align*}
Z + \frac{1}{\sqrt{n}} \left[ G_\alpha(x) - \beta g(x) \right] + \frac{1}{n_0 \sqrt{n}} \left[ G_\alpha(\pi(x) - \beta^* g(x)) \right] + \frac{1}{n_0 \sqrt{n}} \left[ \text{var}_{\alpha^*} \left( \frac{\pi(x_i) - \beta g(x_i)}{q_\alpha(x_i)} \right) \right] \beta^* + \frac{1}{n_0 \sqrt{n}} \left[ \text{var}_{\alpha^*} \left( \frac{\pi(x_i) - \beta g(x_i)}{q_\alpha(x_i)} \right) \right] \beta^* + o \left( \frac{1}{n_0 \sqrt{n}} \right).
\end{align*}

Similarly, the expansion of $\hat{Z}_{\text{Reg}}(\bar{\alpha})$ follows similarly, except the definition of $\beta$ is changed to
\begin{align*}
\hat{\beta} &= \frac{1}{\sqrt{n}} \left[ \text{cov}_{\alpha^*}(\pi(x) / q_\alpha(x), g(x) / q_\alpha(x)) \right] \left( 2 - \frac{1}{2} \sum_{i=1}^n \frac{g(x_i)^2 / q_{\alpha^*}(x_i)^2}{\int g(x)^2 / q_{\alpha^*}(x) \, dx} \right).
\end{align*}

\begin{proof}
The calculation of moments of $\hat{Z}^*$ involves calculating the moments of (A.4) including
\begin{align*}
E \left[ \left( \frac{1}{n} \sum_{i=1}^n \frac{h_1(x_i)}{q_{\alpha^*}(x_i)} - \int h_1(x) q_{\alpha^*}(x) \, dx \right)^2 \right] \\
E \left[ \left( \frac{1}{n} \sum_{i=1}^n \frac{h_2(x_i)}{q_{\alpha^*}(x_i)} - \int h_2(x) q_{\alpha^*}(x) \, dx \right)^2 \right],
\end{align*}
for functions $h_1(x)$ and $h_2(x)$, $k_1 = 1, 2$, $k_2 = 0, 1, 2$ and $k_3 = 0, 1, 2$.

From (A.4), note that the calculation of $E[\hat{Z}^* - Z]$ involves calculating the cases of $k_1 = 1$. For $k_1, k_2, k_3 = (1, 1, 0)$ and $(1, 2, 0)$, by
plugging in the decomposition
\[
\frac{1}{n} \sum_{i=1}^{n} h_1(x_i) - \int h_1(x) \frac{q_0(x)}{q_0(x)} dx
\]
\[
= \frac{n_0}{n} \left( \frac{1}{n} \sum_{i=1}^{n_0} h_1(x_i) - \int h_1(x) \frac{q_0(x)}{q_0(x)} dx \right)
\]
\[
+ \frac{n - n_0}{n} \left( \frac{1}{n - n_0} \sum_{i=n_0+1}^{n} h_1(x_i) - \int h_1(x) \frac{q_0(x)}{q_0(x)} dx \right),
\]  
(A.5).

The expectations are of order \(O(1/n)\) and \(O(1/(n_0n))\), respectively, by the law of iterated expectations conditioning on \([x_1]_{i=1}^{n_0}\). For \((k_1, k_2, k_3) = (1, 0, 1)\), the expectation is of order \(O(1/n)\) by the inequality \(2ab \leq a^2 + b^2\) and the fact \(E[\sqrt{n}(\hat{\theta} - \theta)] < \infty\). For \((k_1, k_2, k_3) = (1, 0, 0)\), the expectation is 0. Therefore, \(E[\hat{Z}^2 - Z] = O(1/n)\).

From (A.4), note that the calculation of \(\text{var}[\hat{Z}^2 - Z]\) involves calculating the cases of \(k_1 = 2\). For \((k_1, k_2, k_3) = (2, 0, 0), (2, 1, 0)\), and \(2, 0, 2)\), the expectations are of order \(O(1/n), O(n_0/n^2)\), and \(O(1/(n_0n))\), respectively, by (A.5) and the law of total variance conditioning on \([x_1]_{i=1}^{n_0}\). For \((k_1, k_2, k_3) = (2, 0, 1)\) and \((2, 1, 2)\), the expectations are of order \(O(1/(n_0n))\) and \(O(1/n^2)\), respectively, by the inequality \(2ab \leq a^2 + b^2\) and the fact \(E[\sqrt{n}(\hat{\theta} - \theta)] < \infty\). The other terms are dominated by \(O(n_0/n^2) + O(1/(n_0n))\). Therefore, noting that \(1/\sqrt{n} \leq n_0/n + 1/n_0\),

\[ \text{var}[\hat{Z}^2 - Z] = \frac{1}{n} \text{var} \left[ G_n \frac{\pi(x) - \beta^* g(x)}{\hat{q}_n(x)} \right] + O \left( \frac{1}{n n_0} \right) + O \left( \frac{1}{n n_0} \right). \]

Again by (A.5) and the law of total variance conditioning on \([x_1]_{i=1}^{n_0}\), some algebra gives that

\[ \frac{1}{n} \text{var} \left[ G_n \frac{\pi(x) - \beta^* g(x)}{\hat{q}_n(x)} \right] \]
\[ = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi(x) - \beta^* g(x)}{\hat{q}_n(x)} - \sigma^2(\alpha^*) \right) \]
\[ \times E[\hat{\theta}_i - \hat{\alpha}^*] \]
\[ \approx \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi(x) - \beta^* g(x)}{\hat{q}_n(x)} \right)^2 \]
\[ + O \left( \frac{1}{n n_0} \right). \]

Therefore, \(\text{var}[\hat{Z}^2 - Z] = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi(x) - \beta^* g(x)}{\hat{q}_n(x)} \right)^2 \) and the RHS converges to a constant almost surely since \(\hat{\theta} \rightarrow \theta\) almost surely. Then the consistency of \((\hat{\alpha}_i, \hat{\beta}_i)\) and the minimizer \((\hat{\alpha}_i, \hat{\beta}_i)\) restricted in some compact sets \(C \subset \Theta\), that is, \(\arg\min_{\alpha_i, \beta_i} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i)\), are equivalent since \(P(\hat{\alpha}_i, \hat{\beta}_i) \rightarrow C\).

Second, the consistency of \((\hat{\alpha}_i, \hat{\beta}_i)\) and the minimizer with \(\mu\) replaced by \(\mu\), that is, \(\arg\min_{\alpha_i, \beta_i} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu)\), are equivalent because

\[ \sup_{\alpha_i, \beta_i} \left( \frac{1}{n} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu) - \frac{1}{n_0} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu) \right) \]
\[ \leq \left( \mu^2 - \mu \right)^2 \max_{\alpha_i, \beta_i} \left( \frac{1}{n_0} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu) \right) \]
\[ + \left( \mu - \mu \right) \max_{\alpha_i, \beta_i} \left( \frac{1}{n_0} \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu) \right) \]
\[ \rightarrow 0 \text{ almost surely,} \]
and the argument similar to van der Vaart (2000, Theorem 5.7). Then since the consistency of argmin\( \alpha_i, \beta_i \sum_{i=1}^{n_0} \pi(x; \alpha_i, \beta_i, \mu)\) holds by replacing \(\pi(x)\) in Lemma 1 by \(h(x)\), the consistency of \((\hat{\alpha}_i, \hat{\beta}_i)\) follows. \(\square\)

Proof of Theorem 3. The consistency and asymptotic normality of \(\hat{\mu}_{M} (\hat{\alpha})\) follow the extension of proof of Theorem 1 to random vector

\[ \sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n_0} \frac{\pi(x_i) \pi(x_i)}{q_0(x_i)^2} - \frac{\int \pi(x) dx}{q_0(x)^2} \right) \]
and the delta method. The proof for \(\hat{\mu}_{Reg} (\hat{\alpha})\) is similar. \(\square\)

APPENDIX B. VARIANCE MATRICES FOR \(\hat{\alpha}\)

Denote

\[ I_{\alpha} = \int \frac{(\pi(x) - \beta^*)^2 g(x)^2}{q_n(x) q_n(x)^2} dx, \]
\[ A = I_{\alpha}^2 - I_{\alpha} I_{\alpha}^1 I_{\alpha}^0 I_{\alpha}^1, \]
\[ B = I_{\alpha} - I_{\alpha} I_{\alpha}^1 I_{\alpha}^0 I_{\alpha}^1, \]
\[ C = I_{\alpha}^2 - I_{\alpha} I_{\alpha}^1 I_{\alpha}^0 I_{\alpha}^1, \]
\[ D = I_{\alpha}^2 - I_{\alpha} I_{\alpha}^1 I_{\alpha}^0 I_{\alpha}^1. \]

When estimating \(Z, (\hat{\alpha}_2, \ldots, \hat{\alpha}_p)\) has the asymptotic variance matrix

\[ \frac{1}{n} A^{-1} C A^{-1} - 2 I_{\alpha}^2 I_{\alpha}^1 B^{-1} D A^{-1}. \]
When estimating $\mu$, similar expression can be obtained by replacing $\pi(x)$ in $I_{1\mu}$ by $(h(x) - \mu)\pi(x)$.
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