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**A B S T R A C T**

A compositional time series is a multivariate time series in which the observation vector at each time point is a set of proportions that sum to 1. Traditionally, such time series are modeled by taking a log-ratio transformation of the observations and then modeling them with a Gaussian vector autoregressive moving average (ARMA) model. In this paper, a new class of models is proposed by assuming that the proportions follow a time-varying Dirichlet distribution, and that the corresponding time-varying parameters, after a proper transformation, assume an ARMA-type of dynamic structure. The new model is referred to as the Dirichlet autoregressive moving average (DARMA) model. Under this model, after a proper transformation, the original data follow a vector ARMA model with a martingale difference sequence as its noise series. Two specific transformations are studied under the DARMA framework. Estimation procedures are developed and their numerical properties are investigated. Simulation studies and real examples are presented to demonstrate the properties of the proposed models, and comparisons are made with the existing modeling approaches.
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1. Introduction

Compositional time series are multivariate time series which at time \(t\) are non-negative proportions that sum to \(1\). Such time series are often encountered in biology, business, environmental sciences, demography, ecology, economics, geology, and political science. For example, the dynamics of market shares of a certain product among all competitors is an important factor in developing the marketing and development strategies of the companies. The change in the composition of the gross domestic product (GDP) for different economic sectors reveals important signals for economic policy makers.

Since the pioneering work of Aitchison [2,3], researchers have shown an increasing interest in modeling compositional time series; see, e.g., [11,20,31]. The main difficulty is the unit-sum constraint, which severely complicates statistical analysis. The standard multivariate techniques, such as the vector autoregressive moving average (VARMA), are no longer applicable.

Data transformation is one of the main tools used in modeling compositional time series. Specifically, the compositional data are first transformed to follow the normal distribution, and then a time series model is assumed for the transformed series. The major advantage of this approach is that under the normal assumption, most existing standard modeling, estimation, and forecasting tools are readily available. Various forms of transformation have been proposed in the literature.
Brunsdon [10], Smith and Brunsdon [35], and Brunsdon and Smith [11] proposed the alr-VARMA model using the additive log-ratio (alr) transformation. Quintana and West [31] and Brandt, Monroe and Williams [8] proposed the clr-VAR model using the centered log-ratio (clr) transformation. Bergman [6] proposed the ilr-VAR model using the isometric log-ratio (ilr) transformation. The well-known Box–Cox transformation has also been used; see, e.g., [1,3,7]. Integrated VARMA models have been studied as well [4]. This type of time series modeling, which is based on transformation and a distributional assumption on innovations, is often called the innovations-based approach. In addition, some studies employ the linear Gaussian state space model for modeling the transformed compositions, see, e.g., [7,33,34]. The key assumption of these models is, of course, the ability to find a normal or Gaussian transformation.

In terms of applications, the alr-VARMA model has been most frequently and successfully used for modeling and forecasting series, such as unemployment rates [11], trends in obesity [28], expenditure shares [29], and performance data in cricket [29].

An alternative approach is based on the distributional assumption of the original data, which is known as the data-based approach. This is a more direct approach that is often easier to interpret and understand. The most natural distribution for compositional data is the Dirichlet distribution. Although the Dirichlet distribution has a strong implied dependence structure and has been deemed an inappropriate candidate for modeling independent compositional data [3], it was found to be useful when used as a conditional distribution. With or without covariates, the varying coefficients can accommodate flexible covariance/correlation structures; see, e.g., [9,12,13,24]. For a compositional time series, Grunwald et al. [20] developed a state-space model to model the compositional data directly under the constraints, where the observations that are conditional on the unobserved state are assumed to have a Dirichlet distribution and the state follows the Dirichlet conjugate distribution. A generalization of the Dirichlet distribution was also proposed to allow for dependence between the components [14].

In this paper, we propose a new class of time series models for compositional data under a conditional Dirichlet distribution, with time-varying coefficients. It is a data-based model and can be seen as a special case of the multivariate version of the Martingalized-GARMA (M-GARMA) model used by Zheng et al. [38]. Specifically, with a conditional Dirichlet assumption on the compositional data at each time point, the time-varying distributional parameters are modeled by a vector-ARMA-type process through a link function. Therefore, it is referred to as the Dirichlet autoregressive moving average (DARMA) model. In fact, under this model, the original data, after a transformation that is determined by the link function, follow a vector ARMA model in which the noise process is a martingale difference sequence (MDS). Obviously, it is closely related to the transformation to normality when using the vector-ARMA model approach, but has a more solid foundation and fewer restrictions.

To exploit the DARMA model, we further consider two specific link functions corresponding to additive log-ratio and centered log-ratio data transformations. We will refer to them as alr-DARMA and clr-DARMA. The relationship between the link function and the transformation is important as it is a key component in evaluating the likelihood function for estimation. We will show that, under the DARMA framework, these two transformations are equivalent models with different parametrizations.

The rest of this paper is organized as follows. Section 2 starts with a brief review of the Dirichlet distribution and its properties, and then introduces the DARMA models and its two special cases, the alr-DARMA and clr-DARMA models. The link functions associated with the two specific DARMA models and the equivalence of these two models are also discussed. Section 3 discusses three estimation approaches for the DARMA models. In Section 4, we perform two simulation studies to investigate the finite-sample properties of the proposed estimators, and compare the performances of the proposed DARMA models with the existing methods for modeling compositional time series. Finally, in Section 5 we analyze the share data of UK gross final expenditure using the DARMA models.

2. The model

2.1. Dirichlet distribution

Let \( y = (y_1, \ldots, y_K)^\top \) be a \( K \times 1 \) positive random vector that satisfies that \( y_1 + \cdots + y_K = 1 \) and \( y_i \in (0, 1) \) for all \( i \in \{1, \ldots, K\} \). The random vector \( y \) follows a Dirichlet distribution with positive parameters \( \alpha = (\alpha_1, \ldots, \alpha_K)^\top \), denoted \( y \sim \text{Dir}(\alpha) \), if the probability density function of \( y \) is

\[
  f(y | \alpha) = \frac{1}{B(\alpha)} \prod_{i=1}^{K} y_i^{\alpha_i-1},
\]

where \( B(\alpha) = \prod_{i=1}^{K} \Gamma(\alpha_i)/\Gamma(\sum_{i=1}^{K} \alpha_i) \) is the multinomial beta function serving as the normalizing constant and \( \Gamma \) is Euler’s gamma function. The Dirichlet distribution, which is a multivariate generalization of the Beta distribution, is subject to degeneracy since \( y_1 + \cdots + y_K = 1 \).

Moreover, \( \tau = \alpha_1 + \cdots + \alpha_K \) can be interpreted as the inverse scale parameter or the concentration parameter. The expectation of each component is \( E(y_i) = \alpha_i/\tau \), the variance is \( \text{var}(y_i) = (\alpha_i(\tau - \alpha_i))/\tau^2(\tau + 1) \), and the covariance for \( i \neq j \) is \( \text{cov}(y_i, y_j) = (-\alpha_i \alpha_j)/\tau^2(\tau + 1) \).
2.2. Dirichlet ARMA model

Suppose that \( \mathbf{y}_t = (y_{1t}, \ldots, y_{Kt})^\top \) is a compositional time series consisting of a \( K \)-dimensional vector of non-negative components such that \( y_{1t} + \cdots + y_{Kt} = 1 \) for each \( t \). Let \( \mathcal{F}_t = \{ \mathbf{y}_1, \mathbf{y}_{t-1}, \ldots \} \) be the \( \sigma \)-field generated by all the information up to \( t \). We assume that the conditional distribution of \( \mathbf{y}_t \) follows a Dirichlet distribution:

\[
\mathbf{y}_t \mid \mathcal{F}_{t-1} \sim \text{Dir}(\mathbf{\alpha}_t),
\]

where \( \mathbf{\alpha}_t = (\alpha_{1t}, \ldots, \alpha_{Kt})^\top \) has strictly positive components. Moreover, the scale parameter \( \tau_t \) is defined as \( \tau_t = \alpha_{1t} + \cdots + \alpha_{Kt} \). The next step is to link the current parameter \( \mathbf{\alpha}_t \) with the past information in \( \mathcal{F}_{t-1} \).

Based on the M-GARMA framework of Zheng et al. [38], with a properly selected \( K \)-dimensional link function \( h \) and its companion function \( g(\mathbf{\alpha}) = E[h(\mathbf{y}_t) \mid \mathcal{F}_{t-1}] \), we assume that the reparametrized vector of the time-varying parameters, \( \eta_t = g(\mathbf{\alpha}_t) \), follows a multivariate ARMA-type process, viz.

\[
\eta_t = A_0 + \sum_{j=1}^p A_j h(\mathbf{y}_{t-j}) + \sum_{j=1}^q B_j \eta_{t-j},
\]

where \( p \) and \( q \) are non-negative integers, \( A_0 \) is a constant vector, \( A_1, \ldots, A_p \) and \( B_1, \ldots, B_q \) are the coefficient matrices associated with lag variables. In fact, the quantity \( \eta_t \) is a one-step-ahead prediction of \( h(\mathbf{y}_t) \) given the past values \( \{h(\mathbf{y}_{t-1}), \ldots, h(\mathbf{y}_{t-p}), \eta_{t-1}, \ldots, \eta_{t-q}\} \).

By adding \( \mathbf{\epsilon}_t = h(\mathbf{y}_t) - \eta_t = h(\mathbf{y}_t) - g(\mathbf{\alpha}_t) \) to both sides of (2), we have

\[
h(\mathbf{y}_t) = A_0 + \sum_{j=1}^m (A_j + B_j) h(\mathbf{y}_{t-j}) + \mathbf{\epsilon}_t - \sum_{j=1}^q B_j \mathbf{\epsilon}_{t-j},
\]

where \( m = \max(p, q) \). Note that \( E(\mathbf{\epsilon}_t \mid \mathcal{F}_{t-1}) = 0 \). Hence, the process \( (\mathbf{\epsilon}_t) \) is a MDS. This setting is very similar to the standard modeling approach using a VARMA model on a transformed time series. The major difference is that the standard approach assumes the noise to be Gaussian under the \( h \) transformation, while in the DARMA model, the noise process is a MDS that is determined by the conditional Dirichlet distribution assumption in (1) and the transformation \( h \). More detailed discussions on the differences are presented in Section 2.4.

Using the terminology of M-GARMA in Zheng et al. [38], \( g(\mathbf{\alpha}_t) \) and \( h(\mathbf{y}_t) \) serve as the link function and the \( y \)-link function, respectively. Given the Dirichlet distribution assumption and the specific \( y \)-link function \( h \), the link function \( g \) is completely determined. In general, \( g \neq h \) unless \( h \) is the identity function. When modeling rates or proportional time series data, the identity link function is not ideal because it is difficult to provide feasible parameter conditions to ensure that all values of the conditional expectation are bounded between 0 and 1. We also note that an extension of the GARMA model by Benjamin et al. [5] in the compositional time series case would force \( g(\mathbf{\alpha}_t) = h(\mathbf{\alpha}_t / \tau_t) \). The resulting noise sequence is no longer a MDS [32], which complicates the analysis and leads to difficulties in the investigation of the probabilistic properties of the series and asymptotic behavior of the estimators.

Our model is flexible enough to include deterministic covariates, such as trends and seasonal dummies, and exogenous variables with easy interpretations.

2.3. Two specific models

The choice of \( y \)-link function is the crux of building a DARMA model. Two log-ratio transformations, the additive log-ratio (alr) transformation and the centered log-ratio (clr) transformation, are traditionally used for compositional data [3], and have been used to transform compositional data into a Gaussian process [8, 11, 32].

In this section, we investigate the use of these two transformations as the \( y \)-link function in a DARMA model.

2.3.1. The alr-DARMA model

If we denote \( k = K - 1 \), the additive log-ratio (alr) transformation,

\[
alr(\mathbf{y}_t) = \left( \ln \frac{y_{1t}}{y_{kt}}, \ldots, \ln \frac{y_{kt}}{y_{kt}} \right)^\top,
\]

is a one-to-one transformation from the natural sample space, namely the simplex \( \mathcal{S}^k = \{ (y_{1t}, \ldots, y_{kt})^\top : y_{1t}, \ldots, y_{kt} > 0 \text{ and } y_{1t} + \cdots + y_{kt} = 1 \} \) to \( \mathbb{R}^k \). In this transformation, the \( K \)-th component \( y_{kt} \) serves as the reference component. It should be noted that the analysis based on the transformation is permutation invariant; in other words, it is unaffected by the choice of common denominator.

The following proposition, whose proof is given in Appendix A.1, provides the mean and variance of \( \text{alr}(\mathbf{y}) \) when \( \mathbf{y} \) follows a Dirichlet distribution.
Proposition 1. Let $\mathbf{y} = (y_1, \ldots, y_K)^\top \sim \text{Dir}(\alpha_1, \ldots, \alpha_K)$. The expectation of the log transformed variable, $\ln \mathbf{y} = (\ln y_1, \ldots, \ln y_K)^\top$, and its covariance matrix are

$$E(\ln \mathbf{y}) = (\psi(\alpha_1) - \psi(\tau), \ldots, \psi(\alpha_K) - \psi(\tau))^\top$$

and

$$\text{cov}(\ln \mathbf{y}) = \text{diag} \{ \psi'(\alpha_1), \ldots, \psi'(\alpha_K) \} - \psi'(\tau) \mathbf{1}_K \mathbf{1}_K^\top,$$

where $\tau = \alpha_1 + \cdots + \alpha_K$, $\psi$ is the digamma function, $\psi_1$ is the trigamma function, $\mathbf{1}_K$ is a $K$-dimensional vector of 1’s, and diag{·} is a diagonal matrix.

The expectation and covariance matrix of the additive log-ratio transformed variable,

$$\text{alr}(\mathbf{y}) = \left( \ln \frac{y_1}{y_K}, \ldots, \ln \frac{y_K}{y_K} \right)^\top$$

are

$$\mathbf{\mu} = E(\text{alr}(\mathbf{y})) = (\psi(\alpha_1) - \psi(\alpha_K), \ldots, \psi(\alpha_K) - \psi(\alpha_K))^\top$$

and

$$\text{cov}(\text{alr}(\mathbf{y})) = \text{diag} \{ \psi'(\alpha_1), \ldots, \psi'(\alpha_K) \} + \psi'(\alpha_K) \mathbf{1}_K \mathbf{1}_K^\top,$$

where $K = K - 1$.

Let the alr transformation be the $y$-link function in the DARMA model. That is, $h(\mathbf{y}_t) = \text{alr}(\mathbf{y}_t)$ in (2). We have the following alr-DARMA model

$$\mathbf{y}_t \mid \mathcal{F}_{t-1} \sim \text{Dir}(\alpha_t) \quad \text{and} \quad \sum_{i=1}^K \alpha_t = \tau$$

$$\mathbf{\eta}_t = \mathbf{A}_0 + \sum_{j=1}^p \mathbf{A}_i \text{alr}(\mathbf{y}_{t-j}) + \sum_{j=1}^q \mathbf{B}_i \mathbf{\eta}_{t-j}, \quad (4)$$

where

$$\mathbf{\eta}_t = g(\alpha_t) = E[h(\mathbf{y}_t) \mid \mathcal{F}_{t-1}] = (\psi(\alpha_{1t}) - \psi(\alpha_{Kt}), \ldots, \psi(\alpha_{Kt}) - \psi(\alpha_{Kt}))^\top. \quad (5)$$

The link function $g$ in (5) is due to Proposition 1. Note that, given the $k$-dimensional $\mathbf{\eta}_t = (\eta_{1t}, \ldots, \eta_{kt})^\top$, the $K$-dimensional vector of the time-varying parameters, $\alpha_t = (\alpha_{1t}, \ldots, \alpha_{Kt})^\top$, is unidentifiable since $k = K - 1$. In our model, we impose the constraint $\alpha_1 + \cdots + \alpha_K = \tau$, where $\tau$ is the concentration parameter of the Dirichlet distribution. We assume that it is a time invariant unknown parameter to be estimated.

The likelihood function of the model given by (4) and (5) requires the inverse of the link function $g(\alpha_t)$. With the constraint $\alpha_1 + \cdots + \alpha_K = \tau$, we write $g(\alpha_t)$ in (5) as

$$g(\alpha_t) = \mathbf{\eta}_t = \left( \psi(\alpha_{1t}) - \psi \left( \tau - \sum_{i=1}^k \alpha_{it} \right), \ldots, \psi(\alpha_{Kt}) - \psi \left( \tau - \sum_{i=1}^k \alpha_{it} \right) \right)^\top. \quad (6)$$

This can be seen as a multivariate extension of the link function of the logit-Beta-M-GARMA model introduced in [38]. The following proposition shows that its inverse function is uniquely defined.

Proposition 2. Given $\tau > 0$ and a set of constant $\mathbf{\eta} = (\eta_1, \ldots, \eta_k)^\top$, there is a unique set of positive numbers $\alpha = (\alpha_1, \ldots, \alpha_K)^\top$ that satisfy the system of equations: $g(\alpha) = \mathbf{\eta}$ and $\alpha_1 + \cdots + \alpha_K = \tau$, where the function $g$ is specified in (6).

The proof for the existence and uniqueness of solving the above system is shown in Appendix A.2. According to Proposition 2, we can obtain the unique solution of $\alpha_t = (\alpha_{1t}, \ldots, \alpha_{Kt})^\top$ at each time $t$. We denote the inversion as $\alpha_t = g^{-1}(\mathbf{\eta}_t)$ with the $K$th time-varying parameter $\alpha_{Kt} = \tau - (\alpha_{1t} + \cdots + \alpha_{Kt})$.

In addition, for the MDS noise process $\mathbf{e}_t = h(\mathbf{y}_t) - g(\alpha_t)$ in (3), the conditional covariance matrix given $\mathcal{F}_{t-1}$ is the same as for $h(\mathbf{y}_t)$. Following Proposition 1, we have

$$\mathbf{V}_t = \text{cov}(\text{alr}(\mathbf{y}_t) \mid \mathcal{F}_{t-1}) = \text{diag} \{ \psi_1(\alpha_{1t}), \ldots, \psi_1(\alpha_{Kt}) \} + \psi_1(\alpha_{Kt}) \mathbf{1}_k \mathbf{1}_k^\top, \quad (7)$$

where $\mathbf{1}_k$ is a $k$-dimensional vector of 1’s, diag{·} is a function that inserts a vector into the diagonal of a matrix, and $\psi_1$ is the trigamma function.
2.3.2. The clr-DARMA model

The centered log-ratio (clr) transformation is another popular transformation for compositional data. It is defined as:

\[
\text{clr}(y_t) = \left( \ln \frac{y_{1t}}{m(y_t)}, \ldots, \ln \frac{y_{kt}}{m(y_t)} \right)^\top,
\]

where \( m(y_t) \) denotes the geometric mean of \( y_t \), i.e., \( m(y_t) = (y_{1t} \cdots y_{kt})^{1/K} \).

Let \( J = I_K - 1_K 1_K^\top / K \), where \( 1_K \) is a \( K \)-dimensional identity matrix and \( 1_K \) is a \( K \)-dimensional vector of 1’s. It can easily be seen that \( \text{clr}(y_t) = J \ln y_t \) and \( 1_K^\top \text{clr}(y_t) = 0 \). Compared to the alr transformation, the clr transformation uses the geometric mean as the reference component, but introduces a singularity.

Setting the \( y \)-link function \( h(y_t) = \text{clr}(y_t) \) in the DARMA model, the clr-DARMA model takes the form

\[
y_t | \mathcal{F}_{t-1} \sim \text{Dir}(\alpha_t) \quad \text{and} \quad \sum_{i=1}^K \alpha_i = \tau
\]

\[
\eta_t = A_0 + \sum_{j=1}^p A_j \text{clr}(y_{t-j}) + \sum_{j=1}^q B_j \eta_{t-j},
\]

where \( \eta_t = g(\alpha_t) = E[\text{clr}(y_t) | \mathcal{F}_{t-1}] \). By Proposition 1, we have

\[
g(\alpha_t) = E[\text{clr}(y_t) | \mathcal{F}_{t-1}] = J \text{E}[\ln(y_t) | \mathcal{F}_{t-1}]
\]

\[
= J (\psi(\alpha_{1t}) - \psi(\tau), \ldots, \psi(\alpha_{Kt}) - \psi(\tau))^\top
\]

\[
= (\psi(\alpha_{1t}) - \xi_1, \ldots, \psi(\alpha_{Kt}) - \xi_K)^\top,
\]

where \( \xi_k = \{ \psi(\alpha_{1t}) + \cdots + \psi(\alpha_{kt}) \}/K \).

Because \( 1_K^\top J = 0 \), therefore \( 1_K^\top \eta_t = 0 \) for all \( t \). We impose the following constraints on the parameter matrices \( A \) and \( B \) in (8): \( 1_K^\top A_0 = 0, 1_K^\top A_1 = 0_K^\top, 1_K^\top B_1 = 0_K^\top \), where \( 0_K \) is a vector of 0’s. In addition, \( 1_K^\top \text{clr}(y_t) = 0 \) for all \( t \). Hence, we can re-parameterize model (8) with a lower-dimension equivalent representation, viz.

\[
\eta_t^* = A_0^* + \sum_{j=1}^p A_j^* \text{clr}^*(y_{t-j}) + \sum_{j=1}^q B_j^* \eta_{t-j}^*
\]

where \( \eta_t^* \) and \( \text{clr}^*(y_{t-j}) \) are the first \( k \) elements of \( \eta_t \) and \( \text{clr}(y_{t-j}) \) respectively, and the coefficient matrices \( A_j^* \) and \( B_j^* \) are all \( k \times k \) matrices. In fact, we have \( \eta_t = (\eta_t^*)^\top, -1_K^\top \eta_t^* \) and \( \text{clr}(y_t) = (\text{clr}^*(y_t)^\top, -1_K^\top \text{clr}^*(y_t))^\top \).

The conditional variance matrix of \( \text{clr}(y_t) \) given \( \mathcal{F}_{t-1} \) is

\[
V_t = J (\text{diag}(\psi(\alpha_{1t}), \ldots, \psi(\alpha_{Kt})) - \psi(\tau) 1_K 1_K^\top) J
\]

\[
= J \text{diag}(\psi(\alpha_{1t}), \ldots, \psi(\alpha_{Kt})) J.
\]

Note that this matrix is degenerated as \( 1_K^\top V_t = 0_K^\top \) and its upper-left \( k \times k \) submatrix is the conditional variance matrix of \( \text{clr}^*(y_t) \) given \( \mathcal{F}_{t-1} \).

Again, as in the alr-DARMA case, we will need to find the solutions for \( \alpha_t \) under the system of equations \( g_t(\alpha_t) = \eta_t \) and \( \alpha_1 + \cdots + \alpha_K = \tau \). The systems of equations can be rewritten as:

\[
\begin{cases}
\psi(\alpha_{1t}) - \psi(\alpha_{1K}) = \eta_{1H} - \eta_{1L} \\
\psi(\alpha_{2t}) - \psi(\alpha_{2K}) = \eta_{2H} - \eta_{2L} \\
\vdots \\
\psi(\alpha_{Kt}) - \psi(\alpha_{KK}) = \eta_{KH} - \eta_{KL} \\
\alpha_{1H} + \cdots + \alpha_{KH} = \tau,
\end{cases}
\]

where \( k = K - 1 \). This is equivalent to the system of equations under the alr-DARMA case, which has a unique solution as indicated in Proposition 2.

2.3.3. Equivalence of two log-ratio models

We next show the equivalence of the alr-DARMA and the reduced form of clr-DARMA models under (9). The following proposition, whose proof is trivial, gives the relationship between the clr transformation and alr transformation.

**Proposition 3.** Suppose \( y_t \) is a \( K \times 1 \) vector of compositions. Let \( \text{clr}^*(y_t) \) be the first \( k = K - 1 \) components of the clr transformation of \( y_t \), and \( \text{alr}(y_t) \) be the alr transformation of \( y_t \). Then,

\[
\text{clr}^*(y_t) = P_k \text{alr}(y_t) \quad \text{and} \quad \text{alr}(y_t) = P_k^{-1} \text{clr}^*(y_t),
\]

(10)
where $P_k$ is a $k \times k$ dimensional matrix

$$P_k = \frac{1}{K} \begin{bmatrix} K - 1 & -1 & \cdots & -1 \\ -1 & K - 1 & \cdots & -1 \\ \vdots & \vdots & \ddots & \vdots \\ -1 & -1 & \cdots & K - 1 \end{bmatrix} \quad \text{and} \quad P_k^{-1} = \begin{bmatrix} 2 & 1 & \cdots & 1 \\ 1 & 2 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 2 \end{bmatrix}. \tag{10}$$

Substituting (10) into (9) results in the following representation of the clr-DARMA process:

$$P_k \eta_t = E\{\text{alr}(\mathbf{y}_t) \mid \mathcal{F}_{t-1} \} = A_0 + \sum_{j=1}^{p} A_j^* P_k \eta_{t-j} + \sum_{j=1}^{q} B_j^* P_k \eta_{t-j},$$

where $\eta_t = E\{\text{alr}(\mathbf{y}_t) \mid \mathcal{F}_{t-1} \}$. Multiplying both sides of (11) by $P_k^{-1}$ yields

$$\eta_t = A_0 + \sum_{j=1}^{p} A_j \text{alr}(\mathbf{y}_{t-j}) + \sum_{j=1}^{q} B_j \eta_{t-j},$$

where $A_0 = P_k^{-1} A_0^* P_k$, $A_j = P_k^{-1} A_j^* P_k$ for all $j \in \{1, \ldots, p\}$ and $B_j = P_k^{-1} B_j^* P_k$ for all $j \in \{1, \ldots, q\}$. Model (12) is the same as the alr-DARMA model given by (4). Hence, the alr-DARMA model and the clr-DARMA model are equivalent, and the coefficient matrices are equivalent under the linear transformations. However, numerical stability in estimation may depend on the choice between the two models.

The alr and clr transformations are just two of the commonly used transformations. Many other $y$-link functions can be considered. For example, the cumulative logit transformations or the adjacent-category logit transformation (when components are ordered) can be used. With a chosen $y$-link $h$ function and the induced link function $g$, the DARMA model ensures a vector ARMA structure with a MDS as its noise sequence.

2.4. Difference to the VARMA model after the log-ratio transformation

The standard approach to modeling compositional time series is to first apply a suitable transformation, and then use the Gaussian vector ARMA model. Specifically, using $h$ as a transformation function, the transformed VARMA (tVARMA) model assumes that

$$h(\mathbf{y}_t) = A_0 + \sum_{j=1}^{m} (A_j + B_j) h(\mathbf{y}_{t-j}) + \mathbf{e}_t - \sum_{j=1}^{q} B_j \mathbf{e}_{t-j},$$

where $m = \max(p, q)$, while the noise term $\mathbf{e}_t$ is often assumed to be independent, identically distributed, and multivariate normal, $\mathbf{e}_t \sim \mathcal{N}(0, \Sigma)$. The alr and clr transformations are commonly used, which will be denoted as alr-VARMA and clr-VARMA. Following Proposition 3, the alr-VARMA and clr-VARMA models are also equivalent under a linear reparametrization.

There are several major differences between the DARMA model and the tVARMA model. First, the DARMA model directly assumes that the conditional distribution of the observed data $\mathbf{y}_t$ follows a Dirichlet distribution. This is a data-based approach, which is a term used by Davis et al. [15] and Davis and Wu [16]. The tVARMA model is an innovation-based approach, which depends on a distributional (normal) assumption on the noise distribution of the ARMA model. The data-based approach is more natural and lends itself to easy and direct interpretation; the assumption is also more testable. The link functions reflect how the parameters in the conditional distribution relate to past information. Such a model structure is easy to verify through the model selection procedure. The innovation-based approach lacks interpretation and depends on the accuracy of the distribution assumption. While this assumption can be checked with residual analysis, it is often less quantifiable.

Second, the DARMA model directly models the structure of the time-varying parameters. One can estimate $\alpha_t$ as a by-product of the model estimation; hence, its evolution can be graphically viewed and used to check whether any exogenous variables, including time trend and seasonality, should be included. It is also easier to impose individual modeling assumptions on each of the components. For the tVARMA model, such terms can be included, but are difficult to interpret.

Third, the tVARMA model introduces the covariance matrix $\Sigma$ of the noise sequence. When a DARMA model is written in ARMA form (3), the noise sequence is a MDS with an induced covariance structure from the Dirichlet distribution assumption and the $y$-link function. The covariance structure is also time-varying. Hence, the tVARMA model has more flexibility in modeling the correlation between the components, but introduces more parameters in the model. It only allows homogeneous variance through time.

Fourth, the concentration parameter $\tau$ in the DARMA model can be time varying. For example, one may consider a GARCH type of structure in the form of

$$\tau_t = b \tau_{t-1} + a \sum_{i=1}^{K} y_{t-1}^2 \quad \text{or} \quad \tau_t = b \tau_{t-1} + a \sum_{i=1}^{K} \alpha_{i,t-1} y_{i,t-1}.$$
To introduce such heteroscedasticity in the tVARMA model, a much more complicated structure is needed for the time-varying error covariance matrix.

Fifth, if one uses the Gaussian pseudo-likelihood to estimate the DARMA model under the representation (3), the resulting estimator is the same as the corresponding tVARMA model using the y-link function as the transformation; see Section 3 for details. Under mild conditions, such an estimator is consistent. Hence, the DARMA model and the tVARMA model often yield similar estimated AR and MA parameter matrices. However, our simulation results, which are discussed in Section 4, show that the maximum likelihood estimator under the DARMA model often has a smaller standard error than GMLE if the DARMA is the true data generating model.

3. Model estimation

In this section, we consider three approaches for parameter estimation of the proposed DARMA models. The first is the maximum likelihood estimation (MLE) based on the exact likelihood function; the second is the approximate MLE (AMLE) based on the approximate likelihood through an approximation of the link function; and the third is the Gaussian MLE (GMLE) of the AR and MA coefficient matrices using the Gaussian pseudo-likelihood estimation based on the representation of (3). The GMLE is the same as that under the tVARMA model.

The AMLE is a simple estimator for the DARMA model. It can also be viewed as the MLE for the DARMA model with an approximate link function for which the inverse of the approximate link function is analytically simple. GMLE is a commonly used estimator for complex models, especially non-Gaussian time series. It can be obtained quickly with existing software. In general, it also has good asymptotic properties. MLE is a “true” estimator without any approximation and, thus, has the best performance. However, MLE requires nonlinear optimization and may not be numerically stable. A good initial value will significantly affect the standard error of our estimates.

3.1. MLE procedure

Let $\theta$ be the parameter vector containing all model parameters. For the alr-DARMA model and clr-DARMA model, it contains the AR and MA matrices and the concentration parameter $\tau$.

Suppose the available data set is $\{y_t, \ldots, y_1, y_0, \ldots, y_{1-m}\}$, where $m = \max(p, q)$. The log-likelihood function conditional on the initial values $\{y_0, \ldots, y_{1-m}\}$ is

$$L_T(\theta) = \sum_{t=1}^{T} \ell_t(\theta),$$

(14)

where

$$\ell_t(\theta) = \ln[f(y_t \mid \mathcal{F}_{t-1})] = \ln \Gamma \left( \sum_{i=1}^{K} \alpha_i \right) - \ln \left( \sum_{i=1}^{K} \Gamma(\alpha_i) \right) + \sum_{i=1}^{K} (\alpha_i - 1) \ln y_i,$$

in which $\alpha_i = g^{-1}(\eta_i)$ can be obtained recursively under (3) given $\theta$ and a set of initial values $\eta_0, \ldots, \eta_{1-q}$ if $q > 0$. As shown, $g^{-1}(\eta_i)$ is uniquely defined and can be obtained numerically for the equivalent alr-DARMA and clr-DARMA models. If another y-link function is used, careful study is needed to ensure that $g^{-1}(\eta_i)$ is clearly defined. If $g^{-1}(\eta_i)$ is not uniquely defined, the one that maximized $\ell_t(\theta)$ may be used. Finally, the MLE is obtained by maximizing (14) using nonlinear optimization procedures. When the MA order $q$ is not zero, the initial value of $\eta_0, \ldots, \eta_{1-q}$ can be treated as unknown parameters to be estimated, or it can be set to zero for simplicity.

The theory of Hall and Heyde [21] can be applied to study the asymptotic distribution of the MLE. For a one-dimensional M-GARMA model, Zheng et al. [38] provided sufficient conditions that ensure the asymptotic normality of the likelihood estimators. Since the DARMA model is a specific extension of the M-GARMA model, it is possible to carry out similar theoretical investigations. However, an investigation into concrete DARMA models is much more difficult due to the complexity of solving the vector $\alpha_i$ from a system of nonlinear equations. The solution $\alpha_i = g^{-1}(\eta_i)$ does not have an analytic expression, although it can be obtained numerically. The problem is under investigation but is beyond the scope of the current paper. We can use the estimated Fisher information matrix to obtain the standard error of our estimates.

3.2. AMLE procedure

The evaluation of the exact likelihood function requires numerically solving a system of nonlinear equations to obtain $g^{-1}(\eta_i)$. This is computationally intensive because the nonlinear optimization of the likelihood is not trivial and requires many such evaluations. Hence, a good initial value can significantly reduce the computational burden. For this purpose, we use an approximate link function $\tilde{g}$ so that its inverse $\tilde{g}^{-1}$ can be readily obtained. In this case, the likelihood function is an approximation of the true likelihood, and the resulting estimator is referred to as the approximate MLE or AMLE.

Following Zheng et al. [38], we approximate the link function using its first-order Taylor approximation. Specifically, under the approximation $E[h(y_t) \mid \mathcal{F}_{t-1}] \approx h(E(y_t \mid \mathcal{F}_{t-1}))$, we use $\tilde{g}(\alpha_i) = h(\mu_i) = h(\alpha_i / \tau)$, where $\mu_i = E(y_t \mid \mathcal{F}_{t-1})$. By
replacing the link function $g$ with this approximation, the model can be viewed as a multivariate extension of the generalized ARMA\,(GARMA) framework proposed by Benjamin et al.\,[5]. Under our framework, this model is treated as an approximation.

For the alr-DARMA model, the approximation becomes

$$
\tilde{g}(\alpha_i) = \text{alr}(\mu_i) = \left(\ln \alpha_{1t} - \ln \left(\tau - \sum_{j=1}^{k} \alpha_{jt}\right), \ldots, \ln \alpha_{Kt} - \ln \left(\tau - \sum_{j=1}^{k} \alpha_{jt}\right)\right)^T,
$$

where $\tau = \alpha_{1t} + \cdots + \alpha_{Kt}$. Its inverse function is

$$
\tilde{\alpha}_{it} = \tilde{g}^{-1}(\eta_i) = \frac{\tau e^{\eta_{it}}}{1 + e^{\eta_{1t}} + \cdots + e^{\eta_{Kt}}}
$$

for each $i \in \{1, \ldots, k\}$, and $\tilde{\alpha}_{Kt} = \tau (1 + e^{\eta_{1t}} + \cdots + e^{\eta_{Kt}})^{-1}$. This approximation makes computation much easier.

For the clr-DARMA model, the approximate solution for $g$ is

$$
\tilde{g}(\alpha_i) = \text{clr}(\mu_i) = f \ln \mu_i = f(\ln \alpha_{1t} - \ln \tau, \ldots, \ln \alpha_{Kt} - \ln \tau)^T
$$

$$
= (\ln \alpha_{1t} - \zeta_1, \ldots, \ln \alpha_{Kt} - \zeta_1)^T,
$$

where $\tau = \alpha_{1t} + \cdots + \alpha_{Kt}$ and $\zeta_1 = K^{-1} \sum_{i=1}^{K} \ln \alpha_{it}$. For this approximation, we still have $1_{\tilde{g}}^{\alpha_i}(\alpha_i) = 0$. The inverse function $\tilde{g}^{-1}(\eta_i)$ is then

$$
\tilde{\alpha}_{it} = \frac{\tau e^{\eta_{it}}}{e^{\eta_{1t}} + \cdots + e^{\eta_{Kt}} + e^{\eta_{Kt}}}
$$

for each $i \in \{1, \ldots, K\}$. Note that the AMLE of the clr-DARMA and alr-DARMA models are equivalent under linear reparametrization.

3.3. GMLE procedure

Representation (3) of the DARMA model is in a form of the tVARMA model, although the error process is a MDS. Following Yao and Brockwell\,[37] and Zheng et al.\,[38], we can use a Gaussian pseudo-likelihood approach to estimate the ARMA coefficients in the model, replacing the complicated noise MDS in (3) with a Gaussian white sequence with constant variance. This is equivalent to obtaining the standard MLE on the tVARMA model given by (13) directly. The estimator will be referred to as GMLE. Since this becomes a standard vector ARMA model estimation, many methods can be used\,[27,36].

In practice, we can further estimate the fixed parameter $\tau$ by replacing the AR and MA coefficient matrices in (14) with their corresponding GMLEs to optimize for $\tau$. Since this is a one-dimensional optimization, the procedure is relatively simple because we can use the residuals from the tVARMA model $\mathbf{e}_t^\varepsilon$ to obtain $\eta_i^\varepsilon = \tilde{h}(\mathbf{y}_t) - \mathbf{e}_t^\varepsilon$. Then $\alpha_i$ can be recursively solved using a fixed $\tau$ and given $\eta_i^\varepsilon$, and the corresponding likelihood function can be evaluated.

Significant studies have been done on the asymptotic behavior of the GMLE for time series; see, e.g.,\,[19,22,23,27,37]. These studies have proved the consistency under weak assumptions on the noise process, as well as obtained asymptotic normality under a conditionally homoscedastic martingale difference assumption on the linear innovations. In our model, although the noise process is a MDS, it is heteroscedastic. The approach used in Zheng et al.\,[38] may apply in our setting. A detailed investigation is ongoing.

4. Simulation studies

This section investigates the finite-sample performances of the proposed three estimators, MLE, AMLE, and GMLE, for the DARMA model. The performances of the proposed DARMA models are also compared with the existing methods used to fit a compositional data set generated from an independent model.

All estimates are obtained by applying a constraint optimization technique that uses the MaxSQPF algorithm, implementing a sequential quadratic programming technique; see Nocedal and Wright\,[30]. We also use the solver for systems of nonlinear equations (SolveNLE) in OxMetrics software\,[17] to recursively get the solution of $g^{-1}(\eta)$.

4.1. Finite-sample performances of the estimators under the DARMA model

Consider a trivariate alr-DARMA model with lag order $p = 1$. We simulate a time series of length $T$ ($T = 100, 200,$ or $500$):

$$
\mathbf{y}_t | \alpha_t \sim \text{Dir}(\alpha_t), \quad g(\alpha_t) = \begin{bmatrix} a_{10} \\ a_{20} \\ a_{30} \end{bmatrix} + \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \\ a_{31} & a_{32} \end{bmatrix} \text{alr}(\mathbf{y}_{t-1}), \quad \text{and} \quad \tau = \sum_{i=1}^{3} \alpha_{it},
$$
where \( g(\alpha_t) = E[\text{alr}(y_t) \mid \mathcal{F}_{t-1}] \) is defined by (6). The specific true parameter values are assigned as follows:

\[
\begin{align*}
    a_{10} &= -0.07, & a_{20} &= 0.01, & a_{11} &= 0.95, & a_{12} &= -0.05, & a_{21} &= 0.01, & a_{22} &= 0.95.
\end{align*}
\]

Three different values of \( \tau \) are considered: \( \tau = 50, 100, \) and 1000. Fig. 1 shows a simulated series of \( T = 100 \) with three \( \tau \) values. As expected, the series with a larger \( \tau \) is relatively more stable and has a smaller unconditional variance.

We estimate the parameters using MLE, AMLE, and GMLE. Each setting is repeated 500 times. The means and standard errors of the estimates are presented in Table 1.

Several observations can be made from Table 1. First, GMLE performs worse than MLE when the scale parameter \( \tau \) is small (large variance). The parameter estimates of GMLE are more biased than those of MLE. Moreover, the root mean squared errors (in parentheses) of the GMLE are evidently larger than those of MLE. Second, GMLE performs very well and the corresponding estimates are very close to those of MLE when the \( \tau \) is large (small variance). Moreover, the GMLE becomes closer to MLE as the length of the time series increases. Third, AMLE performs poorly, especially when the \( \tau \) is small; the estimates are always biased due to the linear approximation. Finally, all estimates, including MLE, AMLE, and GMLE, of the parameter \( \tau \) tend to be close. Of course, MLE requires nonlinear optimization, which takes a longer computational time and may occasionally become stuck in a local mode. Using GMLE as the initial value of MLE has shown to be very effective in saving computational time and improving accuracy.

4.2. DARMA model performance when tVARMA is the true model

We provide a numerical comparison of the performance of the proposed DARMA models with the existing traditional models when the true data generating model is a trivariate alr-VAR(1) model.

We simulate a 2-dimensional time series \( \mathbf{x}_t \) from the following bivariate VAR(1) process:

\[
\mathbf{x}_t = \begin{bmatrix} a_{10} \\ a_{20} \end{bmatrix} + \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \mathbf{x}_{t-1} + \mathbf{e}_t, \quad \mathbf{e}_t \sim \mathcal{N} \left( 0, \begin{bmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{bmatrix} \right),
\]

with \( \sigma_1 = 0.05, \sigma_2 = 0.05, \rho = 0.30, \) and

\[
\begin{align*}
    a_{10} &= -0.07, & a_{20} &= 0.01, & a_{11} &= 0.95, & a_{12} &= -0.05, & a_{21} &= 0.01, & a_{22} &= 0.95.
\end{align*}
\]

Based on \( \mathbf{x}_t \), a compositional time series data \( \mathbf{y}_t \), is obtained by setting, for each \( t \in \{1, \ldots, 500\},

\[
\begin{align*}
    y_{1t} &= \frac{e^{y_{1t}}}{1 + e^{y_{1t}} + e^{y_{2t}}}, & y_{2t} &= \frac{e^{y_{2t}}}{1 + e^{y_{1t}} + e^{y_{2t}}}, & y_{3t} &= \frac{1}{1 + e^{y_{1t}} + e^{y_{2t}}}.
\end{align*}
\]
estimates and the means of the residual sum of squares (mRSS) are reported. The mRSS for each simulation is repeated 500 times. Table 2 presents the simulation results. Both the means and standard errors of the estimates and the means of the residual sum of squares (mRSS) are reported. The mRSS for ith composition is defined as:

\[
mRSS_i = \frac{1}{500} \sum_{t=1}^{500} \sum_{t=1}^{T} (\hat{y}_{it}^{(t)} - \tilde{\mu}_{it}^{(t)})^2,
\]

### Table 1
Simulation results of the trivariate alr-DAR(1) model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True</th>
<th>MLE</th>
<th>AMLE</th>
<th>GMLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_{10})</td>
<td>-0.07</td>
<td>-0.1119</td>
<td>-0.1560</td>
<td>-0.2452</td>
</tr>
<tr>
<td>(\sigma_{20})</td>
<td>0.01</td>
<td>0.0108</td>
<td>0.0130</td>
<td>0.0069</td>
</tr>
<tr>
<td>(\sigma_{11})</td>
<td>0.95</td>
<td>0.9047</td>
<td>0.8044</td>
<td>0.8237</td>
</tr>
<tr>
<td>(\sigma_{12})</td>
<td>-0.05</td>
<td>-0.0610</td>
<td>-0.0235</td>
<td>-0.0469</td>
</tr>
<tr>
<td>(\sigma_{21})</td>
<td>0.01</td>
<td>0.0122</td>
<td>0.0143</td>
<td>0.0153</td>
</tr>
<tr>
<td>(\sigma_{22})</td>
<td>0.95</td>
<td>0.9050</td>
<td>0.8679</td>
<td>0.8809</td>
</tr>
<tr>
<td>(\tau)</td>
<td>50</td>
<td>52.141</td>
<td>51.610</td>
<td>49.731</td>
</tr>
</tbody>
</table>

### Note:
For each cell, the statistics given are based on 500 simulated samples, each consisting of a time series of length \(T = 100, 200,\) and 500. The mean and root mean squared error (in parentheses) for each estimator are shown.

The generated process \((y_t)\) follows the alr-VAR(1) process under (13). It is also equivalent to a clr-VAR(1) process with \(x_t^* = P_2 x_t.\) That is,

\[
\text{clr}^*(y_t) = \begin{bmatrix} a_{10}^* \\ a_{20}^* \end{bmatrix} + \begin{bmatrix} a_{11}^* & a_{12}^* \\ a_{21}^* & a_{22}^* \end{bmatrix} \text{clr}^*(y_{t-1}) + \varepsilon_t^* + \mathcal{N}(0, \begin{bmatrix} \sigma_{11}^* & \rho^* \sigma_{11}^* \sigma_{22}^* \\ \rho^* \sigma_{11}^* \sigma_{22}^* & \sigma_{22}^* \end{bmatrix}).
\]

The induced parameters are \(\sigma_{11}^* = 0.0325, \sigma_{22}^* = 0.0325, \rho^* = -0.6579,\) and

\[
a_{10}^* = -0.05, \quad a_{20}^* = 0.03, \quad a_{11}^* = 0.91, \quad a_{12}^* = -0.07, \quad a_{21}^* = 0.03, \quad a_{22}^* = 0.99.
\]

We then estimate the generated data with the alr-DAR(1), clr-DAR(1), alr-VAR(1), and clr-VAR(1) models, respectively. Each simulation is repeated 500 times. Table 2 presents the simulation results. Both the means and standard errors of the estimates and the means of the residual sum of squares (mRSS) are reported. The mRSS for ith composition is defined as:
where $y_{it}^{(c)}$ is the $t$th simulation of $y_{it}$ at time $t$ and $\hat{\mu}_{it}^{(c)}$ is the corresponding fitted value. From the table, we can see that the estimates of the AR coefficient matrices under the alr-VAR (clr-VAR) model are very close to the estimates under the alr-DAR (clr-DAR) model. The residual sums of squares are also very close, although the DAR model has less total number of parameters. This shows that the DAR models perform well even though the true model is a tVAR model. The impact of the linear reparametrization in this example is minimal, although the variation in the estimates can be different.

### 5. Analyzing expenditure shares in the UK

In this application, we use the alr-DAR and alr-VAR models to fit a quarterly compositional time series of consumption ($y_1$), investment ($y_2$), government expenditure ($y_3$), and export ($y_4$) shares of the UK gross final expenditure from the first quarter of 1955 to the fourth quarter of 2013, a total of 236 observations. The data are seasonally adjusted and are shown in Fig. 2. The superperiod (1955:Q1–2005:Q4) of these data set has been analyzed by Mills [29] and Barceló-Vidal, Aguilar and Martín-Fernández [4].

For alr modeling, we use export $y_{4t}$ as the reference component, and the $y$-link function is $\text{alr}(y_t) = (\ln(y_{1t}/y_{4t}), \ln(y_{2t}/y_{4t}), \ln(y_{3t}/y_{4t}))^\top$. Based on the Bayesian information criteria (BIC), the order of the alr-DAR process is determined to be $p = 2$, which is consistent with that found by Mills [29]. The corresponding alr-VAR model on $\text{alr}(y_t)$ assumes the form

$$\text{alr}(y_t) = A_0 + A_1 \text{alr}(y_{t-1}) + A_2 \text{alr}(y_{t-2}) + \varepsilon_t, \quad \varepsilon_t \sim \mathcal{N}(0, DRD),$$

where $D = \text{diag}(\sigma_1, \sigma_2, \sigma_3)$ and $R = (\rho_{ij})$ with $\rho_{ij} = \rho_{ji}$ and $\rho_{ii} = 1$ for all $i, j \in \{1, 2, 3\}$. We also tried the equivalent clr-VAR models and found that the impact of reparametrisation is very small. Hence, the results will not be reported.

The estimation results are shown in Table 3. The top panel shows the estimates and their standard errors obtained from the estimated Fisher information matrices. The estimates reported under the alr-DAR model are exact MLEs. It can be seen that the parameter estimates of the AR coefficient matrices from the alr-DAR model are close to those from the alr-VAR model. Again, if the true model is indeed alr-DAR, then the estimate of the coefficient matrices under the alr-VAR model should be the same as GMLE under the true model of the alr-DAR, which should be close to MLE under alr-DAR. The standard errors of the alr-DAR model parameters are generally smaller than the corresponding ones under the alr-VAR model. The DAR models have an extra concentration parameter $\tau$, while the tVAR models have error covariance matrices.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True</th>
<th>alr-DAR</th>
<th>alr-VAR</th>
<th>Parameter</th>
<th>True</th>
<th>clr-DAR</th>
<th>clr-VAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{10}$</td>
<td>$-0.07$</td>
<td>$-0.0813$</td>
<td>$-0.0812$</td>
<td>$a_{10}^*$</td>
<td>$-0.05$</td>
<td>$-0.0583$</td>
<td>$-0.0582$</td>
</tr>
<tr>
<td></td>
<td>(0.0216)</td>
<td>(0.0214)</td>
<td></td>
<td></td>
<td>(0.0139)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{20}$</td>
<td>$0.01$</td>
<td>$0.0122$</td>
<td>$0.0122$</td>
<td>$a_{20}^*$</td>
<td>$0.03$</td>
<td>$0.0352$</td>
<td>$0.0352$</td>
</tr>
<tr>
<td></td>
<td>(0.0215)</td>
<td>(0.0215)</td>
<td></td>
<td></td>
<td>(0.0138)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>$0.95$</td>
<td>$0.9418$</td>
<td>$0.9418$</td>
<td>$a_{11}^*$</td>
<td>$0.91$</td>
<td>$0.8981$</td>
<td>$0.8982$</td>
</tr>
<tr>
<td></td>
<td>(0.0162)</td>
<td>(0.0160)</td>
<td></td>
<td></td>
<td>(0.0229)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>$-0.05$</td>
<td>$-0.0543$</td>
<td>$-0.0543$</td>
<td>$a_{12}^*$</td>
<td>$-0.07$</td>
<td>$-0.0752$</td>
<td>$-0.0751$</td>
</tr>
<tr>
<td></td>
<td>(0.0155)</td>
<td>(0.0153)</td>
<td></td>
<td></td>
<td>(0.0227)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{21}$</td>
<td>$0.01$</td>
<td>$0.0121$</td>
<td>$0.0121$</td>
<td>$a_{21}^*$</td>
<td>$0.03$</td>
<td>$0.0330$</td>
<td>$0.0329$</td>
</tr>
<tr>
<td></td>
<td>(0.0158)</td>
<td>(0.0158)</td>
<td></td>
<td></td>
<td>(0.0236)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_{22}$</td>
<td>$0.95$</td>
<td>$0.9400$</td>
<td>$0.9399$</td>
<td>$a_{22}^*$</td>
<td>$0.99$</td>
<td>$0.9826$</td>
<td>$0.9835$</td>
</tr>
<tr>
<td></td>
<td>(0.0178)</td>
<td>(0.0177)</td>
<td></td>
<td></td>
<td>(0.0255)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>$2539.8$</td>
<td>$2539.8$</td>
<td></td>
<td>$\rho^*$</td>
<td>$-0.6579$</td>
<td>$-0.6585$</td>
<td>$-0.6585$</td>
</tr>
<tr>
<td></td>
<td>(124.74)</td>
<td>(124.86)</td>
<td></td>
<td></td>
<td></td>
<td>(0.0248)</td>
<td></td>
</tr>
</tbody>
</table>

| mRSS$_1$  | $1.3330$ | $1.3330$ |         | mRSS$_1^*$ | $1.3330$ | $1.3330$ |         |
| mRSS$_2$  | $6.7172$ | $6.7173$ |         | mRSS$_2^*$ | $6.7172$ | $6.7173$ |         |
| mRSS$_3$  | $5.7336$ | $5.7339$ |         | mRSS$_3^*$ | $5.7336$ | $5.7339$ |         |

Note: For each cell, the statistics given are based on 500 simulated samples, each consisting of a time series of length $T = 500$. The mean and root mean squared error (in parentheses) of the parameter estimates and the mean of the residual sum of squares (mRSS $\times 10^{-2}$) estimated with different models are shown.

Table 2
Simulation results of estimating and fitting the alr-VAR(1) model.
(a) Consumption. (b) Investment. (c) Government expenditure. (d) Export.

Fig. 2. The shares of UK gross final expenditure and the fitted values with alr-DAR and alr-VAR models.

In the bottom panel of Table 3, we present several statistics to compare the different methods. In the first four rows, \( \text{RSS}_i \) stands for the residual sum of squares for the \( i \)th component, which is defined by

\[
\text{RSS}_i = \sum_{t=1}^{T} (y_{it} - \hat{\mu}_{it})^2
\]

where \( \hat{\mu}_{it} \) is the fitted value of \( y_{it} \). Fig. 2 plots the fitted values under the alr-DAR and alr-VAR models. For the DAR models, \( \hat{\mu}_{it} = \hat{\alpha}_{it} / \hat{\tau} \) for all \( i \in \{1, 2, 3, 4\} \). Based on the results of the \( \text{RSS}_i \), the alr-DAR model performs slightly better than the alr-VAR model.

Finally, we perform several statistical tests to check the autocorrelation and normality of the ARMA residuals. The residual series of the alr-DAR is obtained as alr(\( y_t \)) \( - \hat{\eta}_t \). It should behave as a martingale process according to (3), but should not be normally distributed. The residual series of the alr-VAR are based on the AR(2) model on the transformed series alr(\( y_t \)). Fig. 3 plots the alr-DAR residuals. The vector Portmanteau test statistics of Li and McLeod [25] is based on the residual series, and is shown as \( VQ(4) \) and \( VQ(12) \) in Table 3, using orders 4 and 12, respectively. There is no autocorrelation left in the residuals for both models, indicating that the selected lag order \( p = 2 \) is sufficient. In addition, the vector normality test statistic of Doornik and Hansen [18] for the residuals is shown as \( VN \) in the table. Apparently the normal assumption of the alr-VAR(2) is inappropriate, with the statistic 12.8 and a \( p \)-value of 0.047. The vector normality test also confirmed that the alr-DAR(2) residual process is not normally distributed, with the statistic 14.8 and a \( p \)-value of 0.02.

Fig. 4 plots the conditional covariance matrices under the alr-DAR model based on (7). It is clearly not constant. Note that the alr-VAR model assumes constant conditional covariance.

6. Conclusions and discussion

This paper presented a new class of compositional time series models on the simplex, assuming a Dirichlet conditional distribution of the observations, with time varying Dirichlet parameters. The varying parameters, via a suitable link function, follow a vector ARMA type of structure. The framework is general in modeling compositional time series, and provides a cleaner and easier interpretation than the existing tVARMA models. Empirical study shows that when the underlying data generating mechanism is indeed a DARMA model, the estimation results from DARMA model are indeed better than that
can be used, similarto the approach used by Zhengetal. [38]. The asymptotic properties of the MLE and GMLE need to
be investigated conditionalheteroscedasticity. Its stationary andergodic conditions are not trivial. The framework of Meyn and Tweedie [26]
for estimation results with alr-DAR and alr-VAR models.

<table>
<thead>
<tr>
<th></th>
<th>alr-DAR</th>
<th>alr-VAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$[-0.0234]$</td>
<td>$[-0.0273]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0257)$</td>
<td>$(0.0317)$</td>
</tr>
<tr>
<td></td>
<td>$[-0.0869]$</td>
<td>$[-0.0915]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0357)$</td>
<td>$(0.0488)$</td>
</tr>
<tr>
<td></td>
<td>$[-0.0223]$</td>
<td>$[-0.0258]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0326)$</td>
<td>$(0.0344)$</td>
</tr>
<tr>
<td>$A_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$[0.0152]$</td>
<td>$[0.0152]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0183)$</td>
<td>$(0.0193)$</td>
</tr>
<tr>
<td></td>
<td>$[0.4376]$</td>
<td>$[0.4437]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0747)$</td>
<td>$(0.0805)$</td>
</tr>
<tr>
<td></td>
<td>$[0.1392]$</td>
<td>$[0.1249]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0715)$</td>
<td>$(0.0755)$</td>
</tr>
<tr>
<td>$A_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$[-0.0214]$</td>
<td>$[-0.0074]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0207)$</td>
<td>$(0.1490)$</td>
</tr>
<tr>
<td></td>
<td>$[-0.3767]$</td>
<td>$[-0.3789]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0566)$</td>
<td>$(0.0704)$</td>
</tr>
<tr>
<td></td>
<td>$[-0.1347]$</td>
<td>$[-0.1171]$</td>
</tr>
<tr>
<td></td>
<td>$(0.0725)$</td>
<td>$(0.1018)$</td>
</tr>
<tr>
<td>$r$</td>
<td>8158.6</td>
<td>0.0360</td>
</tr>
<tr>
<td></td>
<td>$(2.9454)$</td>
<td>$(0.0017)$</td>
</tr>
<tr>
<td>$D$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$0.0464$</td>
<td>$0.0392$</td>
</tr>
<tr>
<td></td>
<td>$(0.0021)$</td>
<td>$(0.0019)$</td>
</tr>
<tr>
<td>$R$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$0.7225$</td>
<td>$0.7225$</td>
</tr>
<tr>
<td></td>
<td>$(0.0312)$</td>
<td>$(0.0312)$</td>
</tr>
<tr>
<td>RSS$_1$</td>
<td>$(10^{-3})$</td>
<td>$0.8740$</td>
</tr>
<tr>
<td></td>
<td>5.1918</td>
<td>$(0.0308)$</td>
</tr>
<tr>
<td>RSS$_2$</td>
<td>$(10^{-3})$</td>
<td>$0.6254$</td>
</tr>
<tr>
<td></td>
<td>3.6329</td>
<td>$(0.0308)$</td>
</tr>
<tr>
<td>RSS$_3$</td>
<td>$(10^{-3})$</td>
<td>$0.8740$</td>
</tr>
<tr>
<td></td>
<td>3.6348</td>
<td>$(0.0308)$</td>
</tr>
<tr>
<td>RSS$_4$</td>
<td>$(10^{-3})$</td>
<td>$0.6254$</td>
</tr>
<tr>
<td></td>
<td>1.8435</td>
<td>$(0.0308)$</td>
</tr>
<tr>
<td>Loglik</td>
<td>7.5436</td>
<td>$0.8740$</td>
</tr>
<tr>
<td>BIC</td>
<td>281.82</td>
<td>$0.6254$</td>
</tr>
<tr>
<td>VQ(4)</td>
<td>–5643.6</td>
<td>$0.7225$</td>
</tr>
<tr>
<td></td>
<td>$-2879.19$</td>
<td>$(0.0312)$</td>
</tr>
<tr>
<td>VQ(12)</td>
<td>34.918</td>
<td>$-2879.19$</td>
</tr>
<tr>
<td></td>
<td>38.540</td>
<td>$(0.0312)$</td>
</tr>
<tr>
<td>VN</td>
<td>119.71</td>
<td>$118.58$</td>
</tr>
<tr>
<td></td>
<td>$12.834$</td>
<td>$(0.0154)$</td>
</tr>
</tbody>
</table>

*Indicates that the test statistic is significant at 5% levels. The standard deviation errors of the parameter estimates are reported in parentheses.

Fig. 3. Residuals of estimated alr-DAR model.

from a $t$VARMA model, though the ARMA parameter estimators of the $t$VARMA can be treated as the Gaussian pseudo-
likelihood estimator. On the other hand, if the underlying data generating mechanism is actually a $t$VARMA model, fitting a
DARMA model to the data, though more computationally costly, performs almost the same as that under the true model.

However, many questions remain. The probabilistic properties of the model, including stationary and ergodic conditions
of the process is under investigation. Although representation (3) has a clear ARMA structure, the noise is a MDS with
conditional heteroscedasticity. Its stationary and ergodic conditions are not trivial. The framework of Meyn and Tweedie [26]
can be used, similar to the approach used by Zheng et al. [38]. The asymptotic properties of the MLE and GMLE need to
be established. Another issue of the DARMA model is the relatively rigid conditional covariance structure of the Dirichlet distribution, although the conditional covariances change over time. One may use a generalized Dirichlet distribution [14] to increase flexibility.
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Appendix. Proofs

A.1. Proof of Proposition 1

We express the Dirichlet distribution in its exponential family representation:

\[ f(\mathbf{y} | \boldsymbol{\alpha}) = H(\mathbf{y}) \exp \{ \theta^T \mathbf{T}(\mathbf{y}) - A(\theta) \}, \]

where \( H(\mathbf{y}) = (y_1 \cdots y_K)^{-1} \), \( \theta = (\alpha_1, \ldots, \alpha_K)^T \), \( \mathbf{T}(\mathbf{y}) = (\ln y_1, \ldots, \ln y_K)^T \).

\[ A(\theta) = \sum_{i=1}^{K} \ln \Gamma(\alpha_i) - \ln \Gamma(\tau), \]

and \( \tau = \alpha_1 + \cdots + \alpha_K \).

For a distribution in the exponential family, the expectation of \( \mathbf{T}(\mathbf{y}) \) is \( \mathbb{E}[\mathbf{T}(\mathbf{y})] = \partial A(\theta)/\partial \theta \) and its associated conditional variance is \( \text{var}[\mathbf{T}(\mathbf{y})] = \partial^2 A(\theta)/\partial \theta \partial \theta^T \). Since \( \tau = \alpha_1 + \cdots + \alpha_K \), we have

\[ \mathbb{E}(\ln y_i) = \frac{\partial A(\theta)}{\partial \theta_i} = \frac{\partial \ln \Gamma(\alpha_i)}{\partial \alpha_i} - \frac{\partial \ln \Gamma(\tau)}{\partial \tau} \frac{\partial \tau}{\partial \alpha_i} = \psi(\alpha_i) - \psi(\tau) \]
and its associated conditional covariance is
\[ \text{cov}(\ln y_i, \ln y_j) = \frac{\partial^2 A(\theta)}{\partial \theta_i \partial \theta_j} = \frac{\partial \psi(\alpha_i)}{\partial \alpha_i} - \frac{\partial \psi(\tau)}{\partial \tau} \frac{\partial \tau}{\partial \alpha_j} = \psi_1(\alpha_i) \delta_{ij} - \psi_1(\tau), \]
where \( \psi \) is the digamma function, \( \psi_1 \) is the trigamma function, and \( \delta_{ij} \) is the Kronecker delta satisfying that \( \delta_{ij} = 1 \) if \( i = j \) and \( \delta_{ij} = 0 \) if \( i \neq j \).

Further, for all \( i \in \{1, \ldots, K - 1\} \), we have
\[ E[\ln(y_i/y_K)] = E(\ln y_i - \ln y_K) = \psi(\alpha_i) - \psi(\alpha_K) \]
and the covariance between \( \ln(y_i/y_K) \) and \( \ln(y_j/y_K) \) is
\[ \text{cov}[\ln(y_i/y_K), \ln(y_j/y_K)] = \text{cov}(\ln y_i, \ln y_j) - \text{cov}(\ln y_K, \ln y_i) + \text{cov}(\ln y_K, \ln y_j) = \psi_1(\alpha_i) \delta_{ij} - \psi_1(\alpha_K) \delta_{K} + \psi_1(\alpha_K) \delta_{KK}. \]
Since \( i, j < K \), we have \( \delta_{K} = \delta_{K} = 0 \) and \( \delta_{KK} = 1 \). Therefore,
\[ \text{cov}[\ln(y_i/y_K), \ln(y_j/y_K)] = \psi_1(\alpha_i) \delta_{ij} + \psi_1(\alpha_K). \]
Putting these results into the vectors and the matrices, the conclusion follows. □

A.2. Proof of Proposition 2

The system of equations \( g(\alpha) = \eta \) and \( \tau = \alpha_1 + \cdots + \alpha_K \) can be rewritten as
\[
\begin{cases}
\psi(\alpha_1) - \psi(\tau - \alpha_1) - \cdots - \alpha_k = \eta_1 \\
\psi(\alpha_2) - \psi(\tau - \alpha_1 - \cdots - \alpha_k) = \eta_2 \\
\vdots \\
\psi(\alpha_k) - \psi(\tau - \alpha_1 - \cdots - \alpha_k) = \eta_k.
\end{cases}
\]
where \( \psi \) is a digamma function and \( \alpha_k = \tau - \alpha_1 - \cdots - \alpha_k \). We first show that there is a solution that satisfies the system of equations (existence), and then we prove that the solution is unique.

(i) Existence. Let \( g^{(k)}(\alpha_k, \tau) \) be a \( k \) dimensional function on the domain of \( \alpha_i > 0 \) and \( \tau = \alpha_1 + \cdots + \alpha_K \). The ith function of \( g^{(k)}(\alpha_k, \tau) \) is
\[ g^{(k)}_i(\alpha_k, \tau) = \psi(\alpha_k) - \psi(\tau - \alpha_1 - \cdots - \alpha_k). \]
We will show that the codomain of \( g^{(k)}(\alpha_k, \tau) \) is the entire \( \mathbb{R}^k \) for any \( \tau \). For this, we use induction. For \( k = 1 \), \( g^{(1)}_1(\alpha_1, \tau) = \psi(\alpha_1) - \psi(\tau - \alpha_1) \) is a continuous function. For any \( \tau > 0 \),
\[ \lim_{\alpha_1 \to 0} g^{(1)}_1(\alpha_1, \tau) = \lim_{\alpha_1 \to 0} \psi(\alpha_1) - \psi(\tau) = -\infty, \]
and
\[ \lim_{\alpha_1 \to \tau} g^{(1)}_1(\alpha_1, \tau) = \psi(\tau) - \lim_{\alpha_1 \to \tau} \psi(\tau - \alpha_1) = \infty. \]
Hence, the codomain of \( g^{(k)}(\alpha_k, \tau) \) is \( \mathbb{R} \) for any \( \tau > 0 \). Assume at \( k \), the codomain of \( g^{(k)}(\alpha_k, \tau) \) is \( \mathbb{R}^k \) for any \( \tau > 0 \). Now consider \( g^{(k+1)}(\alpha_{k+1}, \tau) \). For any \( (\eta_1, \ldots, \eta_k, \eta_{k+1}) \in \mathbb{R}^{k+1}, 0 < c < \tau \), because the codomain of \( g^{(k)}(\alpha_k, \tau - c) \) is \( \mathbb{R}^k \). We can then find a set of \( \alpha_k = (\alpha_1, \ldots, \alpha_k) \) that satisfies \( g^{(k)}(\alpha_k, \tau - c) = \eta_k \), where \( \eta_k = (\eta_1, \ldots, \eta_k) \) and \( \alpha_1 + \cdots + \alpha_k < \tau - c \). Since this solution depends on \( c \), we denote it as \( \alpha_k(c) \).

Let \( s(c) = \alpha_1(c) + \cdots + \alpha_k(c) \). By the uniqueness shown below, if there is a solution, the solution is unique. Therefore, \( s(0) \) is a fixed finite number, the sum of the solutions of \( g^{(k)}(\alpha_k, \tau) = \eta_k \), and \( s(c) < \tau - c \). Let
\[ g^*(c, \tau) = \psi(c) - \psi(\tau - s(c) - c) \]
We have
\[ \lim_{c \to 0} g^*(c, \tau) = \lim_{c \to 0} \psi(c) - \psi(\tau - s(0)) = -\infty, \]
and when \( c \to \tau, 0 < \tau - s(c) - c < \tau - c \to 0, \) hence \( \psi(\tau - s(c) - c) \to -\infty \). Therefore,
\[ \lim_{c \to \tau} g^*(c, \tau) = \psi(\tau) - \lim_{c \to \tau} \psi(\tau - s(c) - c) = \infty. \]
Since \( g^*(c, \tau) \) is a continuous function, one can find a solution \( c^* \) such that \( g^*(c^*, \tau) = \eta_{k+1} \). Let \( \alpha_k = \alpha_k(c^*) \) and \( \alpha_{k+1} = c^* \).
We then have \( g^{(k+1)}(\alpha_{k+1}, \tau) = \eta_{k+1} \), and the codomain of \( g^{(k+1)}(\alpha_{k+1}, \tau) \) is \( \mathbb{R}^{k+1} \) for any \( \tau \).
(ii) Uniqueness. Suppose \( \alpha^0 = (\alpha_0^0, \ldots, \alpha_k^0) \) is one solution of the system \( \text{\textbf{(A.1)}} \), and \( \alpha^1 = (\alpha_1^1, \ldots, \alpha_k^1) \) is a different solution. Without loss of generality, we assume that \( \alpha_i^0 < \alpha_i^1 \). Hence, we have \( \psi(\alpha_i^0) - \psi(\alpha_i^1) < 0 \) due to the fact that the digamma function \( \psi \) is strictly increasing.

Based on the first equation of the system, we have \( \psi(\alpha_i^0) - \psi(\tau - \alpha_i^0 - \cdots - \alpha_k^0) = \eta_i \) and \( \psi(\alpha_i^1) - \psi(\tau - \alpha_i^1 - \cdots - \alpha_k^1) = \eta_i \). Consider the difference between the two equations, viz.

\[
\psi(\tau - \alpha_i^0 - \cdots - \alpha_k^0) - \psi(\tau - \alpha_i^1 - \cdots - \alpha_k^1) = \psi(\alpha_i^0) - \psi(\alpha_i^1) < 0.
\]

Next, consider the \( i \)th equation of the system. Again, taking the difference of the two equations and using \( \text{\textbf{(A.2)}} \), we have

\[
\psi(\alpha_i^0) - \psi(\alpha_i^1) = \psi(\tau - \alpha_i^0 - \cdots - \alpha_k^0) - \psi(\tau - \alpha_i^1 - \cdots - \alpha_k^1) < 0.
\]

Since \( \psi \) is strictly increasing, we have \( \alpha_i^0 < \alpha_i^1 \) for all \( i \in \{1, \ldots, k\} \). However, \( \text{\textbf{(A.2)}} \) implies that \( \tau - \alpha_i^0 - \cdots - \alpha_k^0 < \tau - \alpha_i^1 - \cdots - \alpha_k^1 \), which results in a contradiction. Therefore, the solution of the system \( \text{\textbf{(A.1)}} \) is unique. \( \square \)
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