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Confidence sets play a fundamental role in statistical inference. In this paper, we consider confidence intervals for high dimensional linear regression with random design. We first establish the convergence rates of the minimax expected length for confidence intervals in the oracle setting where the sparsity parameter is given. The focus is then on the problem of adaptation to sparsity for the construction of confidence intervals. Ideally, an adaptive confidence interval should have its length automatically adjusted to the sparsity of the unknown regression vector, while maintaining a prespecified coverage probability. It is shown that such a goal is in general not attainable, except when the sparsity parameter is restricted to a small region over which the confidence intervals have the optimal length of the usual parametric rate. It is further demonstrated that the lack of adaptivity is not due to the conservativeness of the minimax framework, but is fundamentally caused by the difficulty of learning the bias accurately.

1. Introduction. Driven by a wide range of applications, high-dimensional linear regression, where the dimension $p$ can be much larger than the sample size $n$, has received significant recent attention. The linear model is

$$y = X\beta + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I),$$

where $y \in \mathbb{R}^n$, $X \in \mathbb{R}^{n \times p}$ and $\beta \in \mathbb{R}^p$. Several penalized/constrained $\ell_1$ minimization methods, including Lasso [24], Dantzig Selector [12], square-root Lasso [2], and scaled Lasso [23] have been proposed and studied. Under regularity conditions on the design matrix $X$, these methods with a suitable choice of the tuning parameter have been shown to achieve the optimal rate of convergence $k \log p / n$ under the squared error loss over the set of $k$-sparse regression coefficient vectors with $k \leq c \frac{n}{\log p}$ where $c > 0$ is a constant. That
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is, there exists some constant $C > 0$ such that

\begin{equation}
\sup_{\|\beta\|_0 \leq k} \mathbb{P} \left( \|\hat{\beta} - \beta\|^2_2 > Ck \frac{\log p}{n} \right) = o(1),
\end{equation}

where $\|\beta\|_0$ denotes the number of the nonzero coordinates of a vector $\beta \in \mathbb{R}^p$. See, for example, \cite{26, 3, 12, 23}. A key feature of the estimation problem is that the optimal rate can be achieved adaptively with respect to the sparsity parameter $k$.

Confidence sets play a fundamental role in statistical inference and confidence intervals for high-dimensional linear regression have been actively studied recently with a focus on inference for individual coordinates. But, compared to point estimation, there is still a paucity of methods and fundamental theoretical results on confidence intervals for high-dimensional regression. Zhang and Zhang \cite{27} was the first to introduce the idea of de-biasing for constructing a valid confidence interval for a single coordinate $\beta_i$. The confidence interval is centered at a low-dimensional projection estimator obtained through bias correction via score vector using the scaled Lasso as the initial estimator. \cite{17, 16, 25} also used de-biasing for the construction of confidence intervals and \cite{25} established asymptotic efficiency for the proposed estimator. All the aforementioned papers \cite{27, 17, 16, 25} have focused on the ultra-sparse case where the sparsity $k \ll \sqrt{n \log p}$ is assumed. Under such a sparsity condition, the expected length of the confidence intervals constructed in \cite{27, 16, 25} is at the parametric rate $\frac{1}{\sqrt{n}}$ and the procedures do not depend on the specific value of $k$.

Compared to point estimation where the sparsity condition $k \ll \frac{n}{\log p}$ is sufficient for estimation consistency (see equation (1.2)), the condition $k \ll \frac{\sqrt{n}}{\log p}$ for valid confidence intervals is much stronger. There are several natural questions: What happens in the region where $\frac{\sqrt{n}}{\log p} \lesssim k \lesssim \frac{n}{\log p}$? Is it still possible to construct a valid confidence interval for $\beta_i$ in this case? Can one construct an adaptive honest confidence interval not depending on $k$?

The goal of the present paper is to address these and other related questions on confidence intervals for high-dimensional linear regression with random design. More specifically, we consider construction of confidence intervals for a linear functional $T(\beta) = \xi^\top \beta$, where the loading vector $\xi \in \mathbb{R}^p$ is given and $\frac{\max_{i \in \text{supp}(\xi)} |\xi_i|}{\min_{i \in \text{supp}(\xi)} |\xi_i|} \leq \bar{c}$ with $\bar{c} \geq 1$ being a constant. Based on the sparsity of $\xi$, we focus on two specific regimes: the sparse loading regime where $\|\xi\|_0 \leq Ck$, with $C > 0$ being a constant; the dense loading regime where $\|\xi\|_0$ satisfying (2.7) in Section 2. It will be seen later that for confidence intervals, $T(\beta) = \beta_i$ is a prototypical case for the general functional
T(\beta) = \xi^T \beta \text{ with a sparse loading } \xi, \text{ and } T(\beta) = \sum_{i=1}^{p} \beta_i \text{ is a representative case for } T(\beta) = \xi^T \beta \text{ with a dense loading } \xi.

To illustrate the main idea, let us first focus on the two specific functionals T(\beta) = \beta_i \text{ and } T(\beta) = \sum_{i=1}^{p} \beta_i. \text{ We establish the convergence rate of the minimax expected length for confidence intervals in the oracle setting where the sparsity parameter } k \text{ is given. It is shown that in this case the minimax expected length is of order } \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \text{ for confidence intervals of } \beta_i. \text{ An honest confidence interval, which depends on the sparsity } k, \text{ is constructed and is shown to be minimax rate optimal. To the best of our knowledge, this is the first construction of confidence intervals in the moderate-sparse region } \sqrt{n} \ll k \ll n \log p. \text{ If the sparsity } k \text{ falls into the ultra-sparse region } k \ll \sqrt{n} \log p, \text{ the constructed confidence interval is similar to the confidence intervals constructed in } [27, 16, 25]. \text{ On the other hand, the convergence rate of the minimax expected length of honest confidence intervals for } \sum_{i=1}^{p} \beta_i \text{ in the oracle setting is shown to be } k^{1/2} \frac{\log p}{n}. \text{ A rate-optimal confidence interval that also depends on } k \text{ is constructed. It should be noted that this confidence interval is not based on the de-biased estimator.}

One drawback of the constructed confidence intervals mentioned above is that they require a prior knowledge of the sparsity } k. \text{ Such knowledge of sparsity is usually unavailable in applications. A natural question is: Without knowing the sparsity } k, \text{ is it possible to construct a confidence interval as good as when the sparsity } k \text{ is known? This is a question about adaptive inference, which has been a major goal in nonparametric and high-dimensional statistics. Ideally, an adaptive confidence interval should have its length automatically adjusted to the true sparsity of the unknown regression vector, while maintaining a prespecified coverage probability. We show that, in marked contrast to point estimation, such a goal is in general not attainable for confidence intervals. In the case of confidence intervals for } \beta_i, \text{ it is impossible to adapt between different sparsity levels, except when the sparsity } k \text{ is restricted to the ultra-sparse region } k \ll \frac{\sqrt{n}}{\log p}, \text{ over which the confidence intervals have the optimal length of the parametric rate } \frac{1}{\sqrt{n}}, \text{ which does not depend on } k. \text{ In the case of confidence intervals for } \sum_{i=1}^{p} \beta_i, \text{ it is shown that adaptation to the sparsity is not possible at all, even in the ultra-sparse region } k \ll \frac{\sqrt{n}}{\log p}.\n
Minimax theory is often criticized as being too conservative as it focuses on the worst case performance over a large parameter space. For confidence intervals for high dimensional linear regression, we establish strong non-adaptivity results which demonstrate that the lack of adaptivity is not due to the conservativeness of the minimax framework. It shows that for any
confidence interval with guaranteed coverage probability over the set of \( k \) sparse vectors, its expected length at any given point in a large subset of the parameter space must be at least of the same order as the minimax expected length. So the confidence interval must be long at a large subset of points in the parameter space, not just at a small number of “unlucky” points. This leads directly to the impossibility of adaptation over different sparsity levels. Fundamentally, the lack of adaptivity is caused by the difficulty in accurately learning the bias of any estimator for high-dimensional linear regression.

We now turn to confidence intervals for general linear functionals. For a linear functional \( \xi^\top \beta \) in the sparse loading regime, the rate of the minimax expected length is \( \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \right) \), where \( \|\xi\|_2 \) is the vector \( \ell_2 \) norm of \( \xi \). For a linear functional \( \xi^\top \beta \) in the dense loading regime, the rate of the minimax expected length is \( \|\xi\|_\infty k \frac{\log p}{n} \), where \( \|\xi\|_\infty \) is the vector \( \ell_\infty \) norm of \( \xi \). Regarding adaptivity, the phenomena observed in confidence intervals for the two special linear functionals \( T(\beta) = \beta_i \) and \( T(\beta) = \sum_{i=1}^p \beta_i \) extend to the general linear functionals. The case of confidence intervals for \( T(\beta) = \sum_{i=1}^p \xi_i \beta_i \) with a sparse loading \( \xi \) is similar to that of confidence intervals for \( \beta_i \) in the sense that rate-optimal adaptation is impossible except when the sparsity \( k \) is restricted to the ultra-sparse region \( k \lesssim \sqrt{n \log p} \). On the other hand, the case for a dense loading \( \xi \) is similar to that of confidence intervals for \( \sum_{i=1}^p \beta_i \): adaptation to the sparsity \( k \) is not possible at all, even in the ultra-sparse region \( k \lesssim \sqrt{n \log p} \).

In addition to the more typical setting in practice where the covariance matrix \( \Sigma \) of random design and the noise level \( \sigma \) of the linear model are unknown, we also consider the case with the prior knowledge of \( \Sigma = I \) and \( \sigma = \sigma_0 \). It turns out that this case is strikingly different. The minimax rate for the expected length in the sparse loading regime is reduced from \( \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \right) \) to \( \frac{\|\xi\|_2}{\sqrt{n}} \), and in particular it does not depend on the sparsity \( k \). Furthermore, in marked contrast to the case of unknown \( \Sigma \) and \( \sigma \), adaptation to sparsity is possible over the full range \( k \lesssim \frac{n}{\log p} \). On the other hand, for linear functionals \( \xi^\top \beta \) with a dense loading \( \xi \), the minimax rates and impossibility for adaptive confidence intervals do not change even with the prior knowledge of \( \Sigma = I \) and \( \sigma = \sigma_0 \). However, the cost of adaptation is reduced with the prior knowledge.

The rest of the paper is organized as follows: After basic notation is introduced, Section 2 presents a precise formulation for the adaptive confidence interval problem. Section 3 establishes the minimaxity and adaptivity results for a general linear functional \( \xi^\top \beta \) with a sparse loading \( \xi \). Section 4 focuses on confidence intervals for a general linear functional \( \xi^\top \beta \) with a
dense loading $\xi$. Section 5 considers the case when there is prior knowledge of covariance matrix of the random design and the noise level of the linear model. Section 6 discusses connections to other work and further research directions. The proofs of the main results are given in Section 7. More discussion and proofs are presented in the supplement [4].

2. Formulation for adaptive confidence interval problem. We present in this section the framework for studying the adaptivity of confidence intervals. We begin with the notation that will be used throughout the paper.

2.1. Notation. For a matrix $X \in \mathbb{R}^{n \times p}$, $X_i$, $X_j$, and $X_{i,j}$ denote respectively the $i$-th row, $j$-th column, and $(i,j)$ entry of the matrix $X$, $X_{i,-j}$ denotes the $i$-th row of $X$ excluding the $j$-th coordinate, and $X_{-,j}$ denotes the submatrix of $X$ excluding the $j$-th column. Let $[p] = \{1, 2, \cdots, p\}$. For a subset $J \subset [p]$, $X_J$ denotes the submatrix of $X$ consisting of columns $X_j$ with $j \in J$ and for a vector $x \in \mathbb{R}^p$, $x_J$ is the subvector of $x$ with indices in $J$ and $x_{-,j}$ is the subvector with indices in $J^c$. For a set $S$, $|S|$ denotes the cardinality of $S$. For a vector $x \in \mathbb{R}^p$, $\text{supp}(x)$ denotes the support of $x$ and the $\ell_q$ norm of $x$ is defined as $\|x\|_q = \left(\sum_{i=1}^q |x_i|^q\right)^{\frac{1}{q}}$ for $q \geq 0$ with $\|x\|_0 = |\text{supp}(x)|$ and $\|x\|_\infty = \max_{1 \leq j \leq p} |x_j|$. We use $e_i$ to denote the $i$-th standard basis vector in $\mathbb{R}^p$. For $a \in \mathbb{R}$, $a_+ = \max\{a, 0\}$. We use $\sum \beta_i$ as a shorthand for $\sum_{i=1}^p \beta_i$, $\max \|X_j\|_2$ as a shorthand for $\max_{1 \leq j \leq p} \|X_j\|_2$ and $\min \|X_j\|_2$ as a shorthand for $\min_{1 \leq j \leq p} \|X_j\|_2$. For a matrix $A$ and $1 \leq q \leq \infty$, $\|A\|_q = \sup_{\|x\|_q = 1} \|Ax\|_q$ is the matrix $\ell_q$ operator norm. In particular, $\|A\|_2$ is the spectral norm. For a symmetric matrix $A$, $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ denote respectively the smallest and largest eigenvalue of $A$. We use $c$ and $C$ to denote generic positive constants that may vary from place to place. For two positive sequences $a_n$ and $b_n$, $a_n \preceq b_n$ means $a_n \leq Cb_n$ for all $n$ and $a_n \succeq b_n$ if $b_n \preceq a_n$ and $a_n \asymp b_n$ if $a_n \preceq b_n$ and $b_n \preceq a_n$, and $a_n \ll b_n$ if $\limsup_{n \to \infty} \frac{a_n}{b_n} = 0$ and $a_n \gg b_n$ if $b_n \ll a_n$.

2.2. Framework for adaptivity of confidence intervals. We shall focus in this paper on the high-dimensional linear model with the Gaussian design,

$$y_{n \times 1} = X_{n \times p} \beta_{p \times 1} + \epsilon_{n \times 1}, \quad \epsilon \sim N_n(0, \sigma^2 I),$$

where the rows of $X$ satisfy $X_i \overset{i.i.d.}{\sim} N_p(0, \Sigma), \ i = 1, \ldots, n$, and are independent of $\epsilon$. Both $\Sigma$ and the noise level $\sigma$ are unknown. Let $\Omega = \Sigma^{-1}$ denote the precision matrix. The parameter $\theta = (\beta, \Omega, \sigma)$ consists of the signal $\beta$, the precision matrix $\Omega$ for the random design, and the noise level $\sigma$. The
target of interest is the linear functional of $\beta$, $T(\beta) = \xi^T \beta$, where $\xi \in \mathbb{R}^p$ is a pre-specified loading vector. The data that we observe is $Z = (Z_1, \cdots, Z_n)^T$, where $Z_i = (y_i, X_i) \in \mathbb{R}^{p+1}$ for $i = 1, \cdots, n$.

For $0 < \alpha < 1$ and a given parameter space $\Theta$ and the linear functional $T(\beta)$, denote by $\mathcal{I}_\alpha (\Theta, T)$ the set of all $(1 - \alpha)$ level confidence intervals for $T(\beta)$ over the parameter space $\Theta$,

\begin{equation}
\mathcal{I}_\alpha (\Theta, T) = \left\{ \text{CI}_\alpha (T, Z) = [l(Z), u(Z)] : \inf_{\theta \in \Theta} \mathbb{P}_\theta (l(Z) \leq T(\beta) \leq u(Z)) \geq 1 - \alpha \right\}.
\end{equation}

For any confidence interval $\text{CI}_\alpha (T, Z) \in \mathcal{I}_\alpha (\Theta, T)$, the maximum expected length over a parameter space $\Theta$ is defined as

\[ L(\text{CI}_\alpha (T, Z), \Theta, T) = \sup_{\theta \in \Theta} \mathbb{E}_\theta L(\text{CI}_\alpha (T, Z)) , \]

where for confidence interval $\text{CI}_\alpha (T, Z) = [l(Z), u(Z)]$, $L(\text{CI}_\alpha (T, Z)) = u(Z) - l(Z)$ denotes its length. For two parameter spaces $\Theta_1 \subseteq \Theta$, we define the benchmark $L^*_\alpha (\Theta_1, \Theta, T)$ as the infimum of the maximum expected length over $\Theta_1$ among all $(1 - \alpha)$-level confidence intervals over $\Theta$,

\begin{equation}
L^*_\alpha (\Theta_1, \Theta, T) = \inf_{\text{CI}_\alpha (T, Z) \in \mathcal{I}_\alpha (\Theta, T)} L(\text{CI}_\alpha (T, Z), \Theta_1, T).
\end{equation}

We will write $L^*_\alpha (\Theta, T)$ for $L^*_\alpha (\Theta_1, \Theta, T)$, which is the minimax expected length of confidence intervals over $\Theta$.

We should emphasize that $L^*_\alpha (\Theta_1, \Theta, T)$ is an important quantity that measures the degree of adaptivity over the nested spaces $\Theta_1 \subset \Theta$. A confidence interval $\text{CI}_\alpha (T, Z)$ that is (rate-optimally) adaptive over $\Theta_1$ and $\Theta$ should have the optimal expected length performance simultaneously over both $\Theta_1$ and $\Theta$ while maintaining a given coverage probability over $\Theta$, i.e., $\text{CI}_\alpha (T, Z) \in \mathcal{I}_\alpha (\Theta, T)$ such that

\[ L(\text{CI}_\alpha (T, Z), \Theta_1, T) \asymp L^*_\alpha (\Theta_1, T) \quad \text{and} \quad L(\text{CI}_\alpha (T, Z), \Theta, T) \asymp L^*_\alpha (\Theta, T). \]

Note that in this case $L(\text{CI}_\alpha (T, Z), \Theta_1, T) \geq L^*_\alpha (\Theta_1, \Theta, T)$. So for two parameter spaces $\Theta_1 \subset \Theta$, if $L^*_\alpha (\Theta_1, \Theta, T) \gg L^*_\alpha (\Theta_1, T)$, then rate-optimal adaptation between $\Theta_1$ and $\Theta$ is impossible to achieve.

We consider the following collection of parameter spaces,

\begin{equation}
\Theta(k) = \left\{ \theta = (\beta, \Omega, \sigma) : \|\beta\|_0 \leq k, \frac{1}{M_1} \leq \lambda_{\min}(\Omega) \leq \lambda_{\max}(\Omega) \leq M_1, 0 < \sigma \leq M_2 \right\},
\end{equation}

where $M_1 > 1$ and $M_2 > 0$ are positive constants. Basically, $\Theta(k)$ is the set of all $k$-sparse regression vectors. $\frac{1}{M_1} \leq \lambda_{\min}(\Omega) \leq \lambda_{\max}(\Omega) \leq M_1$ and
0 < σ ≤ M_2 are two mild regularity conditions on the design and the noise level.

The main goal of this paper is to address the following two questions:

1. What is the minimax length \( L^*_\alpha(\Theta(k), T) \) in the oracle setting where the sparsity level \( k \) is known?

2. Is it possible to achieve rate-optimal adaptation over different sparsity levels?

More specifically, for \( k_1 \ll k \), is it possible to construct a confidence interval \( \text{CI}_\alpha(T, Z) \) that is adaptive over \( \Theta(k_1) \) and \( \Theta(k) \) in the sense that \( \text{CI}_\alpha(T, Z) \in I_\alpha(\Theta(k_1), T) \) and

\[
L(\text{CI}_\alpha(T, Z), \Theta(k_1), T) \asymp L^*_\alpha(\Theta(k_1), T),
\]

\[
L(\text{CI}_\alpha(T, Z), \Theta(k), T) \asymp L^*_\alpha(\Theta(k), T)?
\]

We will answer these questions by analyzing the two benchmark quantities \( L^*_\alpha(\Theta(k), T) \) and \( L^*_\alpha(\Theta(k_1), \Theta(k), T) \). Both lower and upper bounds will be established. If (2.5) can be achieved, it means that the confidence interval \( \text{CI}_\alpha(T, Z) \) can automatically adjust its length to the sparsity level of the true regression vector \( \beta \). On the other hand, if \( L^*_\alpha(\Theta(k_1), \Theta(k), T) \gg L^*_\alpha(\Theta(k_1), T) \), then such a goal is not attainable.

For ease of presentation, we calibrate the sparsity level \( k \asymp p^\gamma \) for some \( 0 \leq \gamma < \frac{1}{2} \), and restrict the loading \( \xi \) to the set

\[
\xi \in \Xi(q, \bar{c}) = \left\{ \xi \in \mathbb{R}^p : \|\xi\|_0 = q, \xi \neq 0 \text{ and } \max_{j \in \text{supp}(\xi)} |\xi_j| \leq \frac{\min_{j \in \text{supp}(\xi)} |\xi_j|}{\bar{c}} \right\},
\]

where \( \bar{c} \geq 1 \) is a constant. The minimax rate and adaptivity of confidence intervals for the general linear functional \( \xi^\top \beta \) also depends on the sparsity of \( \xi \). We are particularly interested in the following two regimes:

1. The sparse loading regime: \( \xi \in \Xi(q, \bar{c}) \) with

\[
q \leq Ck.
\]

2. The dense loading regime: \( \xi \in \Xi(q, \bar{c}) \) with

\[
q = cp^{\gamma_q} \text{ with } 2\gamma < \gamma_q \leq 1.
\]

The behavior of the problem is significantly different in these two regimes. We will consider separately the sparse loading regime in Section 3 and the dense loading regime in Section 4.
3. Minimax rate and adaptivity of confidence intervals for sparse loading linear functionals. In this section, we establish the rates of convergence for the minimax expected length of confidence intervals for $\xi^\top \beta$ with a sparse loading $\xi$ in the oracle setting where the sparsity parameter $k$ of the regression vector $\beta$ is given. Both minimax upper and lower bounds are given. Confidence intervals for $\xi^\top \beta$ are constructed and shown to be minimax rate-optimal in the sparse loading regime. Finally, we establish the possibility of adaptivity for the linear functional $\xi^\top \beta$ with a sparse loading $\xi$.

3.1. Minimax length of confidence intervals for $\xi^\top \beta$ in the sparse loading regime. In this section, we focus on the sparse loading regime defined in (2.6). The following theorem establishes the minimax rates for the expected length of confidence intervals for $\xi^\top \beta$ in the sparse loading regime.

**Theorem 1.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min\{p^\gamma, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. If $\xi$ belongs to the sparse loading regime (2.6), the minimax expected length for $(1 - \alpha)$ level confidence intervals of $\xi^\top \beta$ over $\Theta(k)$ satisfies

$$L^*_{\alpha} (\Theta(k), \xi^\top \beta) \asymp \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right).$$

Theorem 1 is established in two separate steps.

1. Minimax upper bound: we construct a confidence interval $CI_{\alpha}^S (\xi^\top \beta, Z)$ such that $CI_{\alpha}^S (\xi^\top \beta, Z) \in I_{\alpha} (\Theta(k), \xi^\top \beta)$ and for some constant $C > 0$

$$L (CI_{\alpha}^S (\xi^\top \beta, Z), \Theta(k), \xi^\top \beta) \leq C \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right).$$

2. Minimax lower bound: we show that for some constant $c > 0$

$$L_{\alpha}^* (\Theta(k), \xi^\top \beta) \geq c \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right).$$

The minimax lower bound is implied by the adaptivity result given in Theorem 2. We now detail the construction of a confidence interval $CI_{\alpha}^S (\xi^\top \beta, Z)$ achieving the minimax rate (3.1) in the sparse loading regime. The interval $CI_{\alpha}^S (\xi^\top \beta, Z)$ is centered at a de-biased scaled Lasso estimator, which generalizes the ideas used in [27, 16, 25]. The construction of the (random) length is different from the aforementioned papers as the asymptotic normality result is not valid once $k \gtrsim \frac{\sqrt{n}}{\log p}$. 
Let \( \{ \hat{\beta}, \hat{\sigma} \} \) be the scaled Lasso estimator with \( \lambda_0 = \sqrt{\frac{2.05 \log p}{n}} \),

\[
\{ \hat{\beta}, \hat{\sigma} \} = \arg \min_{\beta \in \mathbb{R}^p, \sigma \in \mathbb{R}^+} \frac{\| y - X\beta \|_2^2}{2n\sigma} + \frac{\sigma}{2} + \lambda_0 \sum_{j=1}^p \frac{\| X_j \|_2 |\beta_j|}{\sqrt{n}}.
\]

Define

\[
\hat{u} = \arg \min_{u \in \mathbb{R}^p} \left\{ u^\top \hat{\Sigma} u : \| \hat{\Sigma} u - \xi \|_\infty \leq \lambda_n \right\},
\]

where \( \hat{\Sigma} = \frac{1}{n} X^\top X \) and \( \lambda_n = 12\|\xi\|_2 M_2^2 \sqrt{\frac{\log p}{n}} \). The confidence interval \( \text{CI}_\alpha^S (\xi^\top \beta, Z) \) is centered at the following de-biased estimator

\[
\tilde{\mu} = \xi^\top \hat{\beta} + \hat{u}^\top \frac{1}{n} X^\top \left( y - X \hat{\beta} \right),
\]

where \( \hat{\beta} \) is the scaled Lasso estimator given in (3.4) and \( \hat{u} \) is defined in (3.5). Before specifying the length of the confidence interval, we review the following definition of restricted eigenvalue introduced in [3],

\[
\kappa(X, k, \alpha_0) = \min_{J_0 \subset \{1, \ldots, p\}, |J_0| \leq k} \min_{\delta \neq 0, \|\delta\|_1 \leq \alpha_0 \|\delta\|_1} \frac{\| X\delta \|_2}{\sqrt{n} \|\delta\|_2^2}.
\]

Define

\[
\rho_1(k) = \|\xi\|_2 \hat{\sigma} \min \left\{ 1.01 \sqrt{\frac{n\|\Sigma\|_2}{\|\xi\|_2^2}} z_{\alpha/2} + C_1 (X, k) \frac{\log p}{n}, \log p \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right) \right\},
\]

where \( z_{\alpha/2} \) is the \( \alpha/2 \) upper quantile of the standard normal distribution and

\[
C_1(X, k) = 7000 M_2^2 \sqrt{n} \min \| X_j \|_2 \max \left\{ 1.25, \frac{912 \max \| X_j \|_2^2}{n \kappa^2 (X, k, 405 \max \| X_j \|_2 \min \| X_j \|_2)} \right\}.
\]

Define the event

\[
A = \{ \hat{\sigma} \leq \log p \}.
\]

The confidence interval \( \text{CI}_\alpha^S (\xi^\top \beta, Z) \) for \( \xi^\top \beta \) is defined as

\[
\text{CI}_\alpha^S (\xi^\top \beta, Z) = \begin{cases} 
[\hat{\mu} - \rho_1(k), \hat{\mu} + \rho_1(k)] & \text{on } A \\
\{0\} & \text{on } A^c \end{cases}
\]

It will be shown in Section 7 that the confidence interval \( \text{CI}_\alpha^S (\xi^\top \beta, Z) \) has the desired coverage property and achieves the minimax length in (3.1).
Remark 1. In the special case of $\xi = c_1$, the confidence interval defined in (3.11) is similar to the ones based on the de-biased estimators introduced in [27, 16, 25]. The second term $\hat{u}^\top \frac{1}{n} X^\top (y - X\hat{\beta})$ in (3.6) is incorporated to reduce the bias of the scaled Lasso estimator $\hat{\beta}$. The constrained estimator $\hat{u}$ defined in (3.5) is a score vector $u$ such that the variance term $u^\top \hat{\Sigma} u$ is minimized and one component of the bias term $\|\hat{\Sigma} u - \xi\|_\infty$ is constrained by the tuning parameter $\lambda_n$. The tuning parameter $\lambda_n$ is chosen as $12\|\xi\|_2 M_1^2 \sqrt{\frac{\log p}{n}}$ such that $u = \Omega \xi$ lies in the constraint set $\|\hat{\Sigma} u - \xi\|_\infty \leq \lambda_n$ in (3.5) with overwhelming probability. For $C_1(X, k)$ defined in (3.9), it will be shown that it is upper bounded by a constant with overwhelming probability.

3.2. Adaptivity of confidence intervals for $\xi^\top \beta$ in the sparse loading regime.

We have constructed a minimax rate-optimal confidence interval for $\xi^\top \beta$ in the oracle setting where the sparsity $k$ is assumed to be known. A major drawback of the construction is that it requires prior knowledge of $k$, which is typically unavailable in practice. An interesting question is whether it is possible to construct adaptive confidence intervals that have the guaranteed coverage and automatically adjust its length to $k$.

We now consider the adaptivity of the confidence intervals for $\xi^\top \beta$. In light of the minimax expected length given in Theorem 1, the following theorem provides an answer to the adaptivity question (2.5) for the confidence intervals for $\xi^\top \beta$ in the sparse loading regime.

**Theorem 2.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k_1 \leq k \leq c \min \{p^\gamma, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. If $\xi$ belongs to the sparse loading regime (2.6), then there is some constant $c_1 > 0$ such that

$$L_\alpha^*(\Theta(k_1), \Theta(k), \xi^\top \beta) \geq c_1 \|\xi\|_2 \left(\frac{1}{\sqrt{n}} + k \frac{\log p}{n}\right).$$

Note that Theorem 2 implies the minimax lower bound in Theorem 1 by taking $k_1 = k$. Theorem 2 rules out the possibility of rate-optimal adaptive confidence intervals beyond the ultra-sparse region. Consider the setting where $k_1 \ll k$ and $\frac{\sqrt{n}}{\log p} \ll k \lesssim \frac{n}{\log p}$. In this case,

$$L_\alpha^*(\Theta(k_1), \Theta(k), \xi^\top \beta) \asymp L_\alpha^*(\Theta(k), \xi^\top \beta) \asymp \|\xi\|_2 k \frac{\log p}{n} \gg L_\alpha^*(\Theta(k_1), \xi^\top \beta).$$

So it is impossible to construct a confidence interval that is adaptive simultaneously over $\Theta(k_1)$ and $\Theta(k)$ when $\frac{\sqrt{n}}{\log p} \ll k \lesssim \frac{n}{\log p}$ and $k_1 \ll k$. The
only possible region for adaptation is the ultra-sparse region $k \lesssim \sqrt{\frac{p}{n \log p}}$, over which the optimal expected length of confidence intervals is of order $\frac{1}{\sqrt{n}}$ and in particular does not depend on the specific sparsity level. These facts are illustrated in Figure 1.

\[ \frac{1}{\sqrt{n}} \quad \frac{k \log p}{n} \]

\[ \frac{k}{n \log p} \quad k \]

Adaptive Not Adaptive

Fig 1. Illustration of adaptivity of confidence intervals for $\xi^T \beta$ with a sparse loading $\xi$. For adaptation between $\Theta(k_1)$ and $\Theta(k)$ with $k_1 \ll k$, rate-optimal adaptation is possible if $k \lesssim \sqrt{\frac{p}{\log p}}$ and impossible otherwise.

So far the analysis is carried out within the minimax framework where the focus is on the performance in the worst case over a large parameter space. The minimax theory is often criticized as being too conservative. In the following, we establish a stronger version of the non-adaptivity result which demonstrates that the lack of adaptivity for confidence intervals is not due to the conservativeness of the minimax framework. The result shows that for any confidence interval $\text{CI}_\alpha (\xi^T \beta, Z)$, under the coverage constraint that $\text{CI}_\alpha (\xi^T \beta, Z) \in I_\alpha (\Theta (k), \xi^T \beta)$, its expected length at any given $\theta^* = (\beta^*, I, \sigma) \in \Theta (k_1)$ must be of order $\|\xi\|_2 \left( \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \right)$. So the confidence interval must be long at a large subset of points in the parameter space, not just at a small number of “unlucky” points.

**Theorem 3.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min\{p \gamma, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. Let $k_1 \leq (1 - \zeta_0) k - 1$ and $q \leq \frac{\zeta_0}{4} k$ for some constant $0 < \zeta_0 < 1$. Then for any $\theta^* = (\beta^*, I, \sigma) \in \Theta (k_1)$ and $\xi \in \Xi(q, \bar{c})$, there is some constant $c_1 > 0$ such that

\[ \inf_{\text{CI}_\alpha (\xi^T \beta, Z) \in I_\alpha (\Theta (k), \xi^T \beta)} \mathbb{E}_{\theta^*} L (\text{CI}_\alpha (\xi^T \beta, Z)) \geq c_1 \|\xi\|_2 \left( \frac{k \log p}{n} + \frac{1}{\sqrt{n}} \right) \sigma. \]

Note that no supremum is taken over the parameter $\theta^*$ in (3.13). Theorem
3 illustrates that if a confidence interval \( \text{CI}_\alpha (\xi^T \beta, Z) \) is “superefficient” at any point \( \theta^* = (\beta^*, I, \sigma) \in \Theta(k) \) in the sense that

\[
E_{\theta^*} L (\text{CI}_\alpha (\xi^T \beta, Z)) \ll \|\xi\|_2 \left( \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \right) \sigma,
\]

then the confidence interval \( \text{CI}_\alpha (\xi^T \beta, Z) \) can not have the guaranteed coverage over the parameter space \( \Theta(k) \).

### 3.3. Minimax rate and adaptivity of confidence intervals for \( \beta_1 \).

We now turn to the special case \( T (\beta) = \beta_i \), which has been the focus of several previous papers [27, 17, 16, 25]. Without loss of generality, we consider \( \beta_1 \), the first coordinate of \( \beta \), in the following discussion and the results for any other coordinate \( \beta_i \) are the same. The linear functional \( \beta_1 \) is the special case of linear functional of sparse loading regime with \( \xi = e_1 \).

Theorem 1 implies that the minimax expected length for \((1 - \alpha)\) level confidence intervals of \( \beta_1 \) over \( \Theta(k) \) satisfies

\[
L^*_\alpha (\Theta(k), \beta_1) \asymp \frac{1}{\sqrt{n}} + k \frac{\log p}{n}.
\]

In the ultra-sparse region with \( k \lesssim \frac{\sqrt{n}}{\log p} \), the minimax expected length is of order \( \frac{1}{\sqrt{n}} \). However, when \( k \) falls in the moderate-sparse region \( \frac{\sqrt{n}}{\log p} \ll k \ll \frac{n}{\log p} \), the minimax expected length is of order \( k \frac{\log p}{n} \) and in this case \( k \frac{\log p}{n} \gg \frac{1}{\sqrt{n}} \). Hence the confidence intervals constructed in [27, 17, 16, 25], which are of parametric length \( \frac{1}{\sqrt{n}} \), asymptotically have coverage probability going to 0. The condition \( k \lesssim \frac{\sqrt{n}}{\log p} \) is thus necessary for the parametric rate \( \frac{1}{\sqrt{n}} \). [25] established asymptotic normality and asymptotic efficiency for a de-biased estimator under the sparsity assumption \( k \ll \frac{\sqrt{n}}{\log p} \). Similar results have also been given in [21] for a related problem of estimating a single entry of a \( p \)-dimensional precision matrix based on \( n \) i.i.d. samples under the same sparsity condition \( k \ll \frac{\sqrt{n}}{\log p} \). It was also shown that \( k \ll \frac{\sqrt{n}}{\log p} \) is necessary for the asymptotic normality and asymptotic efficiency results.

The following corollary, as a special case of Theorem 3, illustrates the strong non-adaptivity for confidence intervals of \( \beta_1 \) when \( k \gg \frac{\sqrt{n}}{\log p} \).

**Corollary 1.** Suppose that \( 0 < \alpha < \frac{1}{2} \) and \( k \leq c \min \{ \gamma_1, \frac{n}{\log p} \} \) for some constants \( c > 0 \) and \( 0 \leq \gamma < \frac{1}{2} \). Let \( k_1 \leq (1 - \zeta_0) k - 1 \) for some
constant $0 < \zeta_0 < 1$. Then for any $\theta^* = (\beta^*, 1, \sigma) \in \Theta (k_1)$, there is some constant $c_1 > 0$ such that

\begin{equation}
\inf_{\text{CI}_\alpha (\beta_1, Z) \in \text{CI}_\alpha (\Theta (k_1), \beta_1)} \mathbb{E}_{\theta^*} L (\text{CI}_\alpha (\beta_1, Z)) \geq c_1 \left( \frac{1}{\sqrt{n}} + k \frac{\log p}{n} \right) \sigma.
\end{equation}

4. Minimax rate and adaptivity of confidence intervals for dense loading linear functionals. We now turn to the setting where the loading $\xi$ is dense in the sense of (2.7). We will also briefly discuss the special case $\sum_{i=1}^p \beta_i$ and the computationally feasible confidence intervals.

4.1. Minimax length of confidence intervals for $\xi^\top \beta$ in the dense loading regime. The following theorem establishes the minimax length of confidence intervals of $\xi^\top \beta$ in the dense loading regime (2.7).

**Theorem 4.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min \{ p^\gamma, \frac{n \log p}{\log n} \}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. If $\xi$ belongs to the dense loading regime (2.7), the minimax expected length for $(1 - \alpha)$ level confidence intervals of $\xi^\top \beta$ over $\Theta (k)$ satisfies

\begin{equation}
L^*_\alpha (\Theta (k), \xi^\top \beta) \asymp \| \xi \|_\infty k \sqrt{\frac{\log p}{n}}.
\end{equation}

Note that the minimax rate in (4.1) is significantly different from the minimax rate $\| \xi \|_2 (\frac{1}{\sqrt{n}} + k \frac{\log p}{n})$ for the sparse loading case given in Theorem 1. In the following, we construct a confidence interval $\text{CI}_\alpha^D (\xi^\top \beta, Z)$ achieving the minimax rate (4.1) in the dense loading regime. Define

\begin{equation}
C_2 (X, k) = 822 \sqrt{n} \frac{1.25}{\min \| X_j \|_2} \max \left\{ 912 \max \frac{\| X_j \|_2}{(X, k, 405 \max \min \| X_j \|_2)} \right\}.
\end{equation}

It will be shown that $C_2 (X, k)$ is upper bounded by a constant with overwhelming probability. The confidence interval $\text{CI}_\alpha^D (\xi^\top \beta, Z)$ is defined to be,

\begin{equation}
\text{CI}_\alpha^D (\xi^\top \beta, Z) = \begin{cases} \left[ \xi^\top \hat{\beta} - \| \xi \|_\infty \rho_2 (k), \xi^\top \hat{\beta} + \| \xi \|_\infty \rho_2 (k) \right] & \text{on } A \\ \{ 0 \} & \text{on } A^c \end{cases}
\end{equation}

where $A$ is defined in (3.10) and $\hat{\beta}$ is the scaled Lasso estimator defined in (3.4) and

\begin{equation}
\rho_2 (k) = \min \left\{ C_2 (X, k) k \frac{\sqrt{\log p}}{n \hat{\sigma}}, \log p \left( k \sqrt{\frac{\log p}{n \hat{\sigma}}} \right) \right\}.
\end{equation}
The confidence interval constructed in (4.3) will be shown to have the desired coverage property and achieve the minimax length in (4.1). A major difference between the construction of $\text{CI}_D^\alpha (\xi^\top \beta, Z)$ and that of $\text{CI}_S^\alpha (\xi^\top \beta, Z)$ is that $\text{CI}_D^\alpha (\xi^\top \beta, Z)$ is not centered at a de-biased estimator. If a de-biased estimator is used for the construction of confidence intervals for $\xi^\top \beta$ with a dense loading, its variance would be too large, which leads to a confidence interval with length much larger than the optimal length $\|\xi\|_\infty k \sqrt{\frac{\log p}{n}}$.

4.2. Adaptivity of confidence intervals for $\xi^\top \beta$ in the dense loading regime.

In this section, we investigate the possibility of adaptive confidence intervals for $\xi^\top \beta$ in the dense loading regime. The following theorem leads directly to an answer to the adaptivity question (2.5) for confidence intervals for $\xi^\top \beta$ in the dense loading regime.

**Theorem 5.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k_1 \leq k \leq c \min\{p^\gamma, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. If $\xi$ belongs to the dense loading regime (2.7), then there is some constant $c_1 > 0$ such that

$$L^*_\alpha (\Theta (k_1), \Theta (k), \xi^\top \beta) \geq c_1 \|\xi\|_\infty k \sqrt{\frac{\log p}{n}}.$$

Theorem 5 implies the minimax lower bound in Theorem 4 by taking $k_1 = k$. If $k_1 \ll k$, (4.5) implies

$$L^*_\alpha (\Theta (k_1), \Theta (k), \xi^\top \beta) \geq c_1 \|\xi\|_\infty k \sqrt{\frac{\log p}{n}} \gg L^*_\alpha (\Theta (k_1), \xi^\top \beta),$$

which shows that rate-optimal adaptation over two different sparsity levels $k_1$ and $k$ is not possible at all for any $k_1 \ll k$. In contrast, in the case of the sparse loading regime, Theorem 2 shows that it is possible to construct an adaptive confidence interval in the ultra-sparse region $k \lesssim \sqrt{n \log p}$, although adaptation is not possible in the moderate-sparse region $\sqrt{n \log p} \ll k \lesssim \frac{n}{\log p}$.

Similarly to Theorem 3, the following theorem establishes the strong non-adaptivity results for $\xi^\top \beta$ in the dense loading regime.

**Theorem 6.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min\{p^\gamma, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. Let $q$ satisfy (2.7) and $k_1 \leq (1 - \zeta_0) k - 1$ for some positive constant $0 < \zeta_0 < 1$. Then for any $\theta^* = (\beta^*, I, \sigma) \in \Theta (k_1)$ and $\xi \in \Xi (q, \tilde{c})$, there is some constant $c_1 > 0$ such that

$$\inf_{\text{CI}_\alpha (\xi^\top \beta, Z) \in L^*_\alpha (\Theta (k), \xi^\top \beta)} \mathbb{E}_{\Theta^*} L (\text{CI}_\alpha (\xi^\top \beta, Z)) \geq c_1 \|\xi\|_\infty k \sqrt{\frac{\log p}{n}} \sigma.$$
4.3. Minimax length and adaptivity of confidence intervals for $\sum_{i=1}^{p} \beta_i$.

We now turn to the special case of $T(\beta) = \sum_{i=1}^{p} \beta_i$, the sum of all regression coefficients. Theorem 4 implies that the minimax expected length for $(1 - \alpha)$ level confidence intervals of $\sum_{i=1}^{p} \beta_i$ over $\Theta(k)$ satisfies

\begin{equation}
L^*_\alpha(\Theta(k), \sum \beta_i) \propto k \sqrt{\log p/n}.
\end{equation}

The following impossibility of adaptivity result for confidence intervals for $\sum_{i=1}^{p} \beta_i$ is a special case of Theorem 6.

**Corollary 2.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min\{p^{\gamma}, \frac{n}{\log p}\}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. Let $k_1 \leq (1 - \zeta_0) k - 1$ for some constant $0 < \zeta_0 < 1$. Then for any $\theta^* = (\beta^*, I, \sigma) \in \Theta(k_1)$,

\begin{equation}
\inf_{\text{CI}_\alpha(\sum \beta_i, Z) \in \text{L}_\alpha(\Theta(k), \sum \beta_i)} \mathbb{E}_{\theta^*} L\left(\text{CI}_\alpha\left(\sum \beta_i, Z\right)\right) \geq c_1 k \sqrt{\frac{\log p}{n}} \sigma,
\end{equation}

for some constant $c_1 > 0$.

**Remark 2.** In the Gaussian sequence model, minimax estimation of the sum of sparse means has been considered in [7] and construction of confidence intervals for the sum was studied in [8]. In particular, minimax estimation rate and minimax expected length of confidence intervals are given in [7] and [8], respectively. A more refined non-asymptotic analysis for the minimax estimation of the sum of sparse means was given in a recent paper [13].

4.4. Computationally feasible confidence intervals. A major drawback of the minimax rate-optimal confidence intervals $\text{CI}_\alpha^{S}(\xi^\top \beta, Z)$ given in (3.11) and $\text{CI}_\alpha^{D}(\xi^\top \beta, Z)$ given in (4.3) is that they are not computationally feasible as both depend on restricted eigenvalue $\kappa(X, k, \alpha_0)$, which is difficult to evaluate. In this section, we assume the prior knowledge of the sparsity $k$ and discuss how to construct a computationally feasible confidence interval.

The main idea is to replace the term involved with restricted eigenvalue by a computationally feasible lower bound function $\omega(\Omega, X, k)$ defined by

\begin{equation}
\omega(\Omega, X, k) = \left(\frac{1}{4 \sqrt{\lambda_{\max}(\Omega)}} - \frac{9}{\sqrt{\lambda_{\min}(\Omega)}} \left(\frac{1 + 405 \max \|X_j\|_2}{\min \|X_j\|_2} \sqrt{k \frac{\log p}{n}}\right)\right)^2.
\end{equation}

The lower bound relation is established by Lemma 13 in the supplement [4], which is based on the concentration inequality for Gaussian design in [20].
Except for $\lambda_{\text{min}}(\Omega)$ and $\lambda_{\text{max}}(\Omega)$, all terms in (4.10) are based on the data $(X,y)$ and the prior knowledge of $k$. To construct a data-dependent computationally feasible confidence interval, we make the following assumption,

$$\sup_{\Omega \in \mathcal{G}_\Omega} \mathbb{P}_X \left( \max \left\{ \left| \lambda_{\text{min}}(\Omega) - \hat{\lambda}_{\text{min}}(\Omega) \right|, \left| \lambda_{\text{max}}(\Omega) - \hat{\lambda}_{\text{max}}(\Omega) \right| \right\} \geq C a_{n,p} \right) = o(1),$$

where $\lim \sup a_{n,p} = 0$ and $\mathcal{G}_\Omega$ is a pre-specified parameter space for $\Omega$ and $\mathbb{P}_X$ denotes the probability distribution with respect to $X$.

**Remark 3.** We assume $\mathcal{G}_\Omega$ is a subspace of the precision matrix defined in (2.4), $\left\{ \Omega : \frac{1}{M_1} \leq \lambda_{\text{min}}(\Omega) \leq \lambda_{\text{max}}(\Omega) \leq M_1 \right\}$. By assuming $\mathcal{G}_\Omega$ is the set of precision matrix of special structure, we can find estimators satisfying (4.11). For example, if $\mathcal{G}_\Omega$ is assumed to be the set of sparse precision matrices, the precision matrix $\Omega$ can be estimated by the CLIME estimator $\hat{\Omega}$ proposed in [6]. Under a proper sparsity assumption on $\Omega$, the plugin estimator $\left( \hat{\lambda}_{\text{min}}(\Omega), \hat{\lambda}_{\text{max}}(\Omega) \right) = \left( \lambda_{\text{min}}(\hat{\Omega}), \lambda_{\text{max}}(\hat{\Omega}) \right)$ satisfies (4.11). Other special structures can also be assumed, for example, the covariance matrix $\Sigma$ is sparse. We can use the plugin estimator of the thresholding estimators proposed in [5, 11].

With $\hat{\lambda}_{\text{min}}(\Omega)$ and $\hat{\lambda}_{\text{max}}(\Omega)$, we define $\hat{\omega}(\Omega, X, k)$ as

$$\hat{\omega}(\Omega, X, k) = \left( \frac{1}{4 \sqrt{\hat{\lambda}_{\text{max}}(\Omega)}} - 9 \left( 1 + 405 \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \sqrt{k \log p / n} \right)^2 +$$

and construct computationally feasible confidence intervals by replacing $\kappa^2 \left( X, k, 405 \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \right)$ in (3.11) and (4.3) with $\hat{\omega}(\Omega, X, k)$.

**5. Confidence intervals for linear functionals with prior knowledge $\Omega = I$ and $\sigma = \sigma_0$.** We have so far focused on the setting where both the precision matrix $\Omega$ and the noise level $\sigma$ are unknown, which is the case in most statistical applications. It is still of theoretical interest to study the problem when $\Omega$ and $\sigma$ are known. It is interesting to contrast the results with the ones when $\Omega$ and $\sigma$ are unknown. In this case, we consider the setting where it is known a priori that $\Omega = I$ and $\sigma = \sigma_0$ and specify the parameter space as

$$\Theta(k, I, \sigma_0) = \{ \theta = (\beta, I, \sigma_0) : \|\beta\|_0 \leq k \}.$$
We will discuss separately the minimax rates and adaptivity of confidence intervals for the linear functionals in the sparse loading regime and dense loading regime over the parameter space $\Theta(k, I, \sigma_0)$.

### 5.1. Confidence intervals for linear functionals in the sparse loading regime.

The following theorem establishes the minimax rate of confidence intervals for linear functionals in the sparse loading regime when there is prior knowledge that $\Omega = I$ and $\sigma = \sigma_0$.

**Theorem 7.** Suppose that $0 < \alpha < \frac{1}{2}$ and $k \leq c \min\{p \gamma, \frac{n \log p}{\sigma_0} \}$ for some constants $c > 0$ and $0 \leq \gamma < \frac{1}{2}$. If $\xi$ belongs to the sparse loading regime (2.6), the minimax expected length for $(1 - \alpha)$ level confidence intervals of $\xi^\top \beta$ over $\Theta(k, I, \sigma_0)$ satisfies

$$L^*_\alpha (\Theta(k, I, \sigma_0), \xi^\top \beta) \asymp \frac{\|\xi\|_2}{\sqrt{n}}.$$  

Compared with the minimax rate $\frac{\|\xi\|_2}{\sqrt{n}} + \frac{\|\xi\|_2 k \log p}{n}$ for the unknown $\Omega$ and $\sigma$ case given in Theorem 1, the minimax rate in (5.2) is significantly different. With the prior knowledge of $\Omega = I$ and $\sigma = \sigma_0$, the above theorem shows that the minimax expected length of confidence intervals for $\xi^\top \beta$ is always of the parametric rate and in particular does not depend on the sparsity parameter $k$. In this case, adaptive confidence intervals for $\xi^\top \beta$ is possible over the full range $k \leq c \frac{n \log p}{\sigma_0}$. A similar result for confidence intervals covering all $\beta_i$ was given in a recent paper [18]. The focus of [18] is on individual coordinates, not general linear functionals.

The proof of Theorem 7 involves establishment of both minimax lower and upper bounds. The lower bound follows from the same proof for the parametric lower bound in Theorem 1. As both $\Omega$ and $\sigma$ are known, the upper bound analysis is easier than the unknown $\Omega$ and $\sigma$ case and is similar to the one given in [18]. For completeness, we detail the construction of a confidence interval achieving the minimax length in (5.2) using the de-biasing method. We first randomly split the samples $(X, y)$ into two subsamples $(X^{(1)}, y^{(1)})$ and $(X^{(2)}, y^{(2)})$ with sample sizes $n_1$ and $n_2$, respectively. Without loss of generality, we assume that $n$ is even and $n_1 = n_2 = \frac{n}{2}$. Let $\hat{\beta}$ denote the Lasso estimator defined based on the sample $(X^{(1)}, y^{(1)})$ with the proper tuning parameter $\lambda = \sqrt{\frac{2.05 \log p}{n_1}} \sigma_0$,

$$\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \frac{\|y^{(1)} - X^{(1)} \beta\|_2^2}{2n_1} + \lambda \sum_{j=1}^p \frac{\|X_j^{(1)}\|_2}{n_1} |\beta_j|.$$  

(5.3)
We define the following estimator of \( \xi^\top \beta \),
\[
\hat{\mu} = \xi^\top \hat{\beta} + \frac{1}{n^2} \xi^\top \left( X^{(2)} \right)^\top \left( y^{(2)} - X^{(2)} \hat{\beta} \right).
\]

Based on the estimator, we construct the following confidence interval
\[
\text{CI}_\alpha \left( \xi^\top \beta, Z \right) = \left[ \hat{\mu} - 1.01 \frac{\|\xi\|_2}{\sqrt{n^2}} z_{\alpha_0/2} \sigma_0, \hat{\mu} + 1.01 \frac{\|\xi\|_2}{\sqrt{n^2}} z_{\alpha_0/2} \sigma_0 \right],
\]
where \( \alpha_0 = \gamma_0 \alpha \) with \( 0 < \gamma_0 < 1 \). It will be shown in the supplement [4] that the confidence interval proposed in (5.5) has the nominal coverage probability asymptotically and achieves the minimax length in (5.2).

5.2. Confidence intervals for linear functionals in the dense loading regime.

The following theorem establishes the adaptivity lower bound in the dense loading regime.

**Theorem 8.** Suppose that \( 0 < \alpha < \frac{1}{2} \) and \( k_1 \leq k \leq c \min \left\{ p^\gamma, \frac{n}{\log p} \right\} \)
for some constants \( c > 0 \) and \( 0 \leq \gamma < \frac{1}{2} \). If \( \xi \) belongs to the dense loading regime (2.7), then there is some constant \( c_1 > 0 \) such that
\[
L^*_\alpha \left( \Theta \left( k_1, I, \sigma_0 \right), \Theta \left( k, I, \sigma_0 \right), \xi^\top \beta \right) \geq c_1 \|\xi\|_{\infty} \sigma_0 \max \left\{ \sqrt{kk_1} \frac{\log p}{n}, \min \left\{ k \frac{\log p}{n}, \frac{\sqrt{k}}{n^{1/4}} \right\} \right\}.
\]

**Remark 4.** There are two parts in the lower bound given in (5.6), which are established separately. The lower bound \( \min \left\{ k \frac{\log p}{n}, \frac{\sqrt{k}}{n^{1/4}} \right\} \) is obtained using well known techniques by testing a simple null against a composite alternative. The construction of the least favorable set is quite standard. For example, such a construction of least favorable set has been used under the Gaussian sequence model in [1] for signal detection and in [7, 8] for estimation and confidence intervals for linear functionals. The technique has also been used more recently in [15, 19] for detection and confidence ball in sparse linear regression. On the other hand, the other lower bound, \( \sqrt{kk_1} \frac{\log p}{n} \), cannot be established using a similar argument and a novel comparison of two composite least favorable spaces is introduced to establish this lower bound.

The lower bound given in (5.6) immediately yields the minimax lower bound for the expected length of confidence intervals over \( \Theta \left( k, I, \sigma_0 \right) \),
\[
L^*_\alpha \left( \Theta \left( k, I, \sigma_0 \right), \xi^\top \beta \right) \geq c_1 \|\xi\|_{\infty} k \sqrt{\frac{\log p}{n}} \sigma_0.
\]
by simply setting $k_1 = k$ in (5.6). Since this lower bound can be achieved by the confidence interval constructed in (4.3), we have established the minimax convergence rate $L^*_\alpha (\Theta (k_1, I, \sigma_0), \xi^\top \beta) \asymp \|\xi\|_\infty k \sqrt{\frac{\log p}{n}} \sigma_0$, which is the same as the minimax rate established in Theorem 4 for the case of unknown $\Omega$ and $\sigma$. Thus, in marked contrast to the sparse loading regime, the prior knowledge of $\Omega = I$ and $\sigma = \sigma_0$ does not improve the minimax rate in the dense loading regime. Under the framework (2.5), adaptive confidence intervals are still impossible, since for $k_1 \ll k$,

$$L^*_\alpha (\Theta (k_1, I, \sigma_0), \Theta (k, I, \sigma_0), \xi^\top \beta) \gg L^*_\alpha (\Theta (k_1, I, \sigma_0), \xi^\top \beta).$$

However, compared with Theorem 5, we observe that the cost of adaptation is reduced with the prior knowledge of $\Omega = I$ and $\sigma = \sigma_0$.

6. Discussion. In the present paper we studied the minimaxity and adaptivity of confidence intervals for general linear functionals $\xi^\top \beta$ with a sparse or dense loading $\xi$ for the setting where $\Omega$ and $\sigma$ are unknown as well as the setting with the prior knowledge of $\Omega = I$ and $\sigma = \sigma_0$. In the more typical case in practice where $\Omega$ and $\sigma$ are unknown, the adaptivity results are quite negative: With the exception of the ultra-sparse region for confidence intervals for $\xi^\top \beta$ with a sparse loading $\xi$, it is necessary to know the true sparsity $k$ in order to have guaranteed coverage probability and rate-optimal expected length. In contrast to estimation, knowledge of the sparsity $k$ is crucial to constructing honest confidence intervals. In this sense, the problem of constructing confidence intervals is much harder than the estimation problem.

The case of known $\Omega = I$ and $\sigma = \sigma_0$ is strikingly different. The minimax expected length in the sparse loading regime is of order $\|\xi\|_2 \sqrt{n}$ and in particular does not depend on $k$ and adaptivity can be achieved over the full range of sparsity $k \lesssim \frac{n}{\log p}$. So in this case, the knowledge of $\Omega$ and $\sigma$ is very useful. On the other hand, in the dense loading regime the information on $\Omega$ and $\sigma$ is of limited use. In this case, the minimax rate and lack of adaptivity remain unchanged, compared with the unknown $\Omega$ and $\sigma$ case, although the cost of adaptation is reduced.

Regarding the construction of confidence intervals, there is a significant difference between the sparse and dense loading regimes. The de-biasing method is useful in the sparse loading regime since such a procedure reduces the bias but does not dramatically increase the variance. However, the de-biasing construction is not applicable to the dense loading regime since the cost of obtaining a near-unbiased estimator is to significantly increase the variance which would lead to an unnecessarily long confidence interval. An
interesting open problem is the construction of a confidence interval for $\xi^\top \beta$ achieving the minimax length where the sparsity $q$ of the loading $\xi$ is in the middle regime with $cp^{\gamma} \leq q \leq cp^{2\gamma + \varsigma}$ for some $0 < \varsigma < 1 - 2\gamma$.

In addition to constructing confidence intervals for linear functionals, another interesting problem is constructing confidence balls for the whole vector $\beta$. Such has been considered in [19], where the impossibility of adaptive confidence balls for sparse linear regression was established. These problems are connected, but each has its own special features and the behaviors of the problems are different from each other. The connections and differences in adaptivity among various forms of confidence sets have also been observed in nonparametric function estimation problems. See, for example, [8] for adaptive confidence intervals for linear functionals, [14, 10] for adaptive confidence bands, and [9, 22] for adaptive confidence balls.

In the context of nonparametric function estimation, a general adaptation theory for confidence intervals for an arbitrary linear functional was developed in Cai and Low [8] over a collection of convex parameter spaces. It was shown that the key quantity that determines adaptivity is a geometric quantity called the between-class modulus of continuity. The convexity assumption on the parameter space in Cai and Low [8] is crucial for the adaptation theory. In high-dimensional linear regression, the parameter space is highly non-convex. The adaptation theory developed in [8] does not apply to the present setting of high-dimensional linear regression. It would be of significant interest to develop a general adaptation theory for confidence intervals in such a non-convex setting.

7. Proofs. In this section, we prove three main results, Theorem 1, Theorem 2 and Theorem 3. For reasons of space, the proofs of Theorems 4-8 are given in the supplement [4].

A key technical tool for the proof of the lower bound results is the following lemma which establishes the adaptivity over two nested parameter spaces. Such a formulation has been considered in [8] in the context of adaptive confidence intervals over convex parameter spaces under the Gaussian sequence model. However, the parameter space $\Theta(k)$ considered in the high dimension setting is highly non-convex. The following lemma can be viewed as a generalization of [8] to the non-convex parameter space, where the lower bound argument requires testing composite hypotheses.

Suppose that we observe a random variable $Z$ which has a distribution $P_\theta$ where the parameter $\theta$ belongs to the parameter space $\mathcal{H}$. Let $\text{CI}_\alpha(T, Z)$ be the confidence interval for the linear functional $T(\theta)$ with the guaranteed coverage $1 - \alpha$ over the parameter space $\mathcal{H}$. Let $\mathcal{H}_0$ and $\mathcal{H}_1$ be subsets of the
parameter space $\mathcal{H}$ where $\mathcal{H} = \mathcal{H}_0 \cup \mathcal{H}_1$. Let $\pi_{\mathcal{H}_i}$ denote the prior distribution supported on the parameter space $\mathcal{H}_i$ for $i = 0, 1$. Let $f_{\pi_{\mathcal{H}_i}}(z)$ denote the density function of the marginal distribution of $Z$ with the prior $\pi_{\mathcal{H}_i}$ on $\mathcal{H}_i$ for $i = 0, 1$. More specifically, $f_{\pi_{\mathcal{H}_i}}(z) = \int f_{\theta}(z) \pi_{\mathcal{H}_i}(\theta) d\theta$, for $i = 0, 1$.

Denote by $\mathbb{P}_{\pi_{\mathcal{H}_i}}$ the marginal distribution of $Z$ with the prior $\pi_{\mathcal{H}_i}$ on $\mathcal{H}_i$ for $i = 0, 1$. For any function $g$, we write $\mathbb{E}_{\pi_{\mathcal{H}_0}}(g(Z))$ for the expectation of $g(Z)$ with respect to the marginal distribution of $Z$ with the prior $\pi_{\mathcal{H}_0}$ on $\mathcal{H}_0$. We define the $\chi^2$ distance between two density functions $f_1$ and $f_0$ by

\begin{equation}
\chi^2(f_1, f_0) = \int \frac{(f_1(z) - f_0(z))^2}{f_0(z)} dz = \int \frac{f_1^2(z)}{f_0(z)} dz - 1
\end{equation}

and the total variation distance by $\text{TV}(f_1, f_0) = \int |f_1(z) - f_0(z)| dz$. It is well known that

\begin{equation}
\text{TV}(f_1, f_0) \leq \sqrt{\chi^2(f_1, f_0)}.
\end{equation}

**Lemma 1.** Assume $T(\theta) = \mu_0$ for $\theta \in \mathcal{H}_0$ and $T(\theta) = \mu_1$ for $\theta \in \mathcal{H}_1$ and $\mathcal{H} = \mathcal{H}_0 \cup \mathcal{H}_1$. For any CI $T(A, Z) \in I_\alpha(T, \mathcal{H})$,\n
\begin{equation}
L(CI_\alpha(T, Z), \mathcal{H}) \geq L(CI_\alpha(T, Z), \mathcal{H}_0) \geq |\mu_1 - \mu_0| \left(1 - 2\alpha - \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}})\right)_+.
\end{equation}

**7.1. Proof of Lemma 1.** The supremum risk over $\mathcal{H}_0$ is lower bounded by the Bayesian risk with the prior $\pi_{\mathcal{H}_0}$ on $\mathcal{H}_0$,

\begin{equation}
\sup_{\theta \in \mathcal{H}_0} \mathbb{E}_\theta L(CI_\alpha(T, Z)) \geq \int_{\theta} \mathbb{E}_\theta L(CI_\alpha(T, Z)) \pi_{\mathcal{H}_0}(\theta) d\theta = \mathbb{E}_{\pi_{\mathcal{H}_0}} L(CI_\alpha(T, Z)).
\end{equation}

By the definition of CI $\alpha(T, Z) \in I_\alpha(T, \mathcal{H})$, we have

\begin{equation}
\mathbb{P}_{\pi_{\mathcal{H}_i}}(\mu_i \in CI_\alpha(T, Z)) = \int_{\theta} \mathbb{P}_\theta(\mu_i \in CI_\alpha(T, Z)) \pi_{\mathcal{H}_i}(\theta) d\theta \geq 1 - \alpha,
\end{equation}

for $i = 0, 1$. By the following inequality

\[ \left| \mathbb{P}_{\pi_{\mathcal{H}_1}}(\mu_1 \in CI_\alpha(T, Z)) - \mathbb{P}_{\pi_{\mathcal{H}_0}}(\mu_1 \in CI_\alpha(T, Z)) \right| \leq \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}}), \]

then we have $\mathbb{P}_{\pi_{\mathcal{H}_0}}(\mu_1 \in CI_\alpha(T, Z)) \geq 1 - \alpha - \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}})$. This together with (7.5) yields $\mathbb{P}_{\pi_{\mathcal{H}_0}}(\mu_0, \mu_1 \in CI_\alpha(T, Z)) \leq 1 - 2\alpha - \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}})$, which leads to $\mathbb{P}_{\pi_{\mathcal{H}_0}}(L(CI_\alpha(T, Z)) \geq |\mu_1 - \mu_0|) \geq 1 - 2\alpha - \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}})$. Hence, $\mathbb{E}_{\pi_{\mathcal{H}_0}} L(CI_\alpha(T, Z)) \geq |\mu_1 - \mu_0|(1 - 2\alpha - \text{TV}(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}}))_+$. The lower bound (7.3) then follows from inequality (7.4).
7.2. Proof of Theorem 3. The lower bound in (3.13) can divided into the following two lower bounds,

\[ \inf_{\text{CI}_\alpha(\xi^\top \beta, Z) \in \mathcal{I}_\alpha(\Theta(k), \xi^\top \beta)} \mathbb{E}_{\theta^*} L(\text{CI}_\alpha(\xi^\top \beta, Z)) \geq c \|\xi\|^2_k \frac{\log p}{n} \sigma, \]

and

\[ \inf_{\text{CI}_\alpha(\xi^\top \beta, Z) \in \mathcal{I}_\alpha(\Theta(k), \xi^\top \beta)} \mathbb{E}_{\theta^*} L(\text{CI}_\alpha(\xi^\top \beta, Z)) \geq c \frac{\|\xi\|^2_k}{\sqrt{n}} \sigma, \]

for some constant \( c > 0 \). We will establish the lower bounds (7.6) and (7.7) separately.

**Proof of (7.6)** Without loss of generality, we assume \( \text{supp}(\xi) = \{1, \ldots, q\} \), where \( q = \|\xi\|_0 \). We generate the orthogonal matrix \( M \in \mathbb{R}^{q \times q} \) such that its first row is \( \frac{1}{\|\xi\|^2} \xi_{\text{supp}(\xi)} \) and define the orthogonal matrix \( Q \) as \( Q = \begin{pmatrix} M & 0 \\ 0 & I \end{pmatrix} \).

We transform both the design matrix \( X \) and the regression vector \( \beta \) and view the linear model (2.1) as \( y = V\psi + \epsilon \), where \( V = XQ^\top \) and \( \psi = Q\beta \). The transformed coefficient vector \( \psi^* = Q\beta^* = \begin{pmatrix} M\beta_{\text{supp}(\xi)}^* \\ \beta_{\text{supp}(\xi)}^* \end{pmatrix} \) is of sparsity at most \( q + k_1 \). The first coefficient \( \psi_1 \) of \( \psi \) is \( \frac{1}{\|\xi\|^2} \xi^\top \beta \). The covariance matrix \( \Psi \) of \( V_1 \) is \( Q\Sigma Q^\top \) and its corresponding precision matrix is \( \Gamma = Q\Omega Q^\top \).

To represent the transformed observed data and parameter, we abuse the notation slightly and also use \( Z_i = (y_i, V_i) \) and \( \theta^* = (\psi^*, I, \sigma) \). We define the parameter space \( \mathcal{G}(k) \) of \( (\psi, \Gamma, \sigma) \) as

\[ \mathcal{G}(k) = \{(\psi, \Gamma, \sigma) : \psi = Q\beta, \Gamma = Q\Omega Q^\top \text{ for } (\beta, \Omega, \sigma) \in \Theta(k)\}. \]

For a given \( Q \), there exists a bijective mapping between \( \Theta(k) \) and \( \mathcal{G}(k) \). To show that \( (\psi, \Gamma, \sigma) \in \mathcal{G}(k) \), it is equivalent to show \( (Q^\top \psi, Q^\top \Gamma Q, \sigma) \in \Theta(k) \).

Let \( \mathcal{I}_\alpha(\mathcal{G}(k), \psi_1) \) denote the set of confidence intervals for \( \psi_1 = \frac{1}{\|\xi\|^2} \xi^\top \beta \) with guaranteed coverage over \( \mathcal{G}(k) \). If \( \text{CI}_\alpha(\psi_1, Z) \in \mathcal{I}_\alpha(\mathcal{G}(k), \psi_1) \), then \( \|\xi\|_2 \text{CI}_\alpha(\psi_1, Z) \in \mathcal{I}_\alpha(\Theta(k), \xi^\top \beta) \); if \( \text{CI}_\alpha(\xi^\top \beta, Z) \in \mathcal{I}_\alpha(\Theta(k), \xi^\top \beta) \), then \( \frac{1}{\|\xi\|_2} \text{CI}_\alpha(\xi^\top \beta, Z) \in \mathcal{I}_\alpha(\mathcal{G}(k), \psi_1) \). Because of such one to one correspondence, we have

\[ \inf_{\text{CI}_\alpha(\xi^\top \beta, Z) \in \mathcal{I}_\alpha(\Theta(k), \xi^\top \beta)} \mathbb{E}_{\theta^*} L(\text{CI}_\alpha(\xi^\top \beta, Z)) = \|\xi\|_2^2 \inf_{\text{CI}_\alpha(\psi_1, Z) \in \mathcal{I}_\alpha(\mathcal{G}(k), \psi_1)} \mathbb{E}_{\theta^*} L(\text{CI}_\alpha(\psi_1, Z)). \]

By (7.6) and (7.9), we reduce the problem to

\[ \inf_{\text{CI}_\alpha(\psi_1, Z) \in \mathcal{I}_\alpha(\mathcal{G}(k), \psi_1)} \mathbb{E}_{\theta^*} L(\text{CI}_\alpha(\psi_1, Z)) \geq c k^2 \frac{\log p}{n} \sigma. \]
Under the Gaussian random design model, \( Z_i = (y_i, V_i) \in \mathbb{R}^{p+1} \) follows a joint Gaussian distribution with mean 0. Let \( \Sigma \) denotes the covariance matrix of \( Z_i \). Decompose \( \Sigma \) into blocks \( \begin{pmatrix} \Sigma_{yy} & \Sigma_{yv} \\ \Sigma_{vy} & \Sigma_{vv} \end{pmatrix} \), where \( \Sigma_{yy}, \Sigma_{v} \) and \( \Sigma_{vy} \) denote the variance of \( y \), the variance of \( V \) and the covariance of \( y \) and \( V \), respectively. We define the function \( h : \Sigma \rightarrow (\psi, \Gamma, \sigma) \) as \( h(\Sigma) = ((\Sigma_{yy})^{-1} \Sigma_{vy}, (\Sigma_{vy})^{-1}, \Sigma_{yy} - (\Sigma_{vy})^T (\Sigma_{vy})^{-1} \Sigma_{vy}) \). The function \( h \) is bijective and its inverse mapping \( h^{-1} : (\psi, \Gamma, \sigma) \rightarrow \Sigma \) is

\[
h^{-1}((\psi, \Gamma, \sigma)) = \begin{pmatrix} \psi \Gamma^{-1} \psi + \sigma^2 & \psi \Gamma^{-1} \\ \Gamma^{-1} \psi & \Gamma^{-1} \end{pmatrix}.
\]

The null space is taken as \( \mathcal{H}_0 = \{(\psi^*, I, \sigma)\} \) and \( \pi_{\mathcal{H}_0} \) denotes the point mass prior at this point. The proof is divided into three steps:

1. Construct \( \mathcal{H}_1 \) and show that \( \mathcal{H}_1 \subseteq \mathcal{G}(k) \);
2. Control the distribution distance \( TV(f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}}) \);
3. Calculate the distance \( \mu_1 - \mu_0 \) where \( \mu_0 = \psi_1^* \) and \( \mu_1 = \psi_1 \) with \((\psi, \Gamma, \sigma) \in \mathcal{H}_1 \). We show that \( \mu_1 = \psi_1 \) is a fixed constant for all \((\psi, \Gamma, \sigma) \in \mathcal{H}_1 \) and then apply Lemma 1.

**Step 1.** We construct the alternative hypothesis parameter space \( \mathcal{H}_1 \). Let \( \Sigma_0^z \) denote the covariance matrix of \( Z_i \) corresponding to \((\psi^*, I, \sigma) \in \mathcal{H}_0 \). Let \( S_1 = \text{supp}(\psi^*) \cup \{1\} \) and \( S = S_1 \setminus \{1\} \). Let \( k_s \) denote the size of \( S \) and \( p_1 \) denote the size of \( S_1 \) and we have \( k_s \leq k_1 + g \) and \( p_1 \geq p - k_s - 1 \geq cp \).

Without loss of generality, let \( S = \{2, \ldots, k_s + 1\} \). We have the following expression for the covariance matrix of \( Z_i \) under the null,

\[
(7.11) \quad \Sigma_0^z = \begin{pmatrix} ||\psi^*||_2^2 + \sigma^2 & \psi_1^* & (\psi_1^*)^T \\ \psi_1^* & 1 & 0_{1 \times k_s} \\ (\psi_1^*)^T & 0_{k_s \times 1} & 1_{k_s \times k_s} \end{pmatrix} \begin{pmatrix} 0_{1 \times p_1} \\ 0_{k_s \times 1} \\ 0_{k_s \times 1} \end{pmatrix}.
\]

To construct \( \mathcal{H}_1 \), we define the following set,

\[
(7.12) \quad \ell(p_1, \frac{\zeta_0}{2} k, \rho) = \left\{ \delta : \delta \in \mathbb{R}^{p_1}, ||\delta||_0 = \frac{\zeta_0}{2} k, \delta_i \in \{0, \rho\} \text{ for } 1 \leq i \leq p_1 \right\}.
\]

Define the parameter space \( \mathcal{F} \) for \( \Sigma \) by \( \mathcal{F} = \{ \Sigma_0 : \delta \in \ell(p_1, \frac{\zeta_0}{2} k, \rho) \} \),
where

$$
\Sigma_\delta^z = \begin{pmatrix}
\|\psi^*\|_2^2 + \sigma^2 & \psi_1^* & (\psi_S^*)^T & \rho_0\delta^T \\
\psi_1^T & 1 & 0_{1 \times k_s} & 0_{p_1 \times p_1} \\
\psi_S^T & 0_{k_s \times 1} & I_{k_s \times k_s} & 0_{k_s \times p_1} \\
\rho_0\delta & 0_{p_1 \times k_s} & 0_{p_1 \times p_1} & I_{p_1 \times p_1}
\end{pmatrix}.
$$

Then we construct the alternative hypothesis space $\mathcal{H}_1$ for $(\psi, \Gamma, \sigma)$, which is induced by the mapping $h$ and the parameter space $\mathcal{F}$,

$$
\mathcal{H}_1 = \{ (\psi, \Gamma, \sigma) : (\psi, \Gamma, \sigma) = h(\Sigma^z) \quad \text{for} \quad \Sigma^z \in \mathcal{F} \}.
$$

In the following, we show that $\mathcal{H}_1 \subset \mathcal{G}(k)$. It is necessary to identify $(\psi, \Gamma, \sigma) = h(\Sigma^z)$ for $\Sigma^z \in \mathcal{F}$ and show $(Q^T\psi, Q^T\Gamma Q, \sigma) \in \Theta(k)$. Firstly, we identify the expression $E(y_i | V_i)$ under the alternative joint distribution (7.13). Assuming $y_i = V_1\psi_1 + V_i, \psi S + V_i, S_1^* \psi S_1^* + \epsilon_i$, we have

$$
\psi_1 = \frac{\|\delta\|_2^2 \rho_0 + \psi_1^*}{1 - \|\delta\|_2^2}, \quad \psi S = \psi S, \quad \psi S_1 = (\rho_0 - \psi_1) \delta,
$$

and

$$
\text{Var}(\epsilon_i') = \sigma^2 - \|\delta\|_2^2 \frac{(\rho_0 - \psi_1^*)^2}{1 - \|\delta\|_2^2} \leq \sigma^2 \leq M_2.
$$

Based on (7.15), the sparsity of $\psi$ in the alternative hypothesis space is upper bounded by $1 + |\text{supp}(\psi S)| + |\text{supp}(\delta)| \leq \left(1 - \frac{\delta_0}{4}\right) k$, and hence the sparsity of the corresponding $\beta = Q^T\psi$ is controlled by

$$
\|\beta\|_0 \leq \left(1 - \frac{\delta_0}{4}\right) k + q \leq k.
$$

Secondly, we show that $\Omega = Q^T\Gamma Q$ satisfies the condition $\frac{1}{M_1} \leq \lambda_{\min}(\Omega) \leq \lambda_{\max}(\Omega) \leq M_1$. The covariance matrix $\Psi$ of $V_i$, in the alternative hypothesis parameter space is expressed as

$$
\Psi = \begin{pmatrix}
1 & 0_{1 \times k_s} & 0_{k_s \times p_1} \\
0_{p_1 \times 1} & I_{k_s \times k_s} & 0_{k_s \times p_1} \\
0_{p_1 \times k_s} & 0_{p_1 \times p_1} & I_{p_1 \times p_1}
\end{pmatrix} + \begin{pmatrix}
0 & 0_{1 \times k_s} & 0_{k_s \times p_1} \\
0_{p_1 \times 1} & 0_{k_s \times k_s} & 0_{k_s \times p_1} \\
\delta & 0_{p_1 \times k_s} & 0_{p_1 \times p_1}
\end{pmatrix}.
$$

Since the second matrix on the above equation is of spectral norm $\|\delta\|_2$, Weyl’s inequality leads to $\max \{ |\lambda_{\min}(\Psi) - 1|, |\lambda_{\max}(\Psi) - 1| \} \leq \|\delta\|_2$. When $\|\delta\|_2$ is chosen such that $\|\delta\|_2 \leq \min \left\{1 - \frac{1}{M_1}, M_1 - 1\right\}$, then we have
\[
\frac{1}{M_1} \leq \lambda_{\text{min}}(\Psi) \leq \lambda_{\text{max}}(\Psi) \leq M_1. \quad \text{Since } \Omega \text{ and } \Gamma = Q\Omega Q^T \text{ have the same eigenvalues, we have } \frac{1}{M_1} \leq \lambda_{\text{min}}(\Omega) \leq \lambda_{\text{max}}(\Omega) \leq M_1. \quad \text{Combined with (7.16) and (7.17), we show that } \mathcal{H}_1 \subset \mathcal{G}(k).
\]

**Step 2.** To control TV \( \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \), it is sufficient to control \( \chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \) and apply (7.2). Let \( \pi \) denote the uniform prior on \( \mathcal{H} \) over \( \ell \left( p_1, \frac{\omega}{2}k, \rho \right) \).

Note that this uniform prior \( \pi \) induces a prior distribution \( \pi_{H_1} \) over the parameter space \( \mathcal{H}_1 \). Let \( \mathbb{E}_{\delta, \tilde{\delta}} \) denote the expectation with respect to the independent random variables \( \delta, \tilde{\delta} \) with uniform prior \( \pi \) over the parameter space \( \ell \left( p_1, \frac{\omega}{2}k, \rho \right) \). The following lemma controls the \( \chi^2 \) distance between the null and the mixture over the alternative distribution.

**Lemma 2.** Let \( f_1 = \left( \sigma^2 + (\psi^*_1)^2 - \rho_0 \psi^*_1 \right) \). Then

\[
\chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) + 1 = \mathbb{E}_{\delta, \tilde{\delta}} \left( 1 - \frac{1}{\sigma^2} (\rho_0 (\rho_0 - \psi^*_1) + f_1) \delta^\top \tilde{\delta} \right)^{-n}.
\]

The following lemma is useful in controlling the right hand side of (7.19).

**Lemma 3.** Let \( J \) be a Hypergeometric \((p, k, k)\) variable with \( \mathbb{P}(J = j) = \binom{k}{j} \binom{k-j}{k-j} \), then

\[
\mathbb{E} \exp \left( tJ \right) \leq e^{\frac{k^2}{\sigma^2}} \left( 1 - \frac{k}{p} + \frac{k}{p} \exp \left( t \right) \right)^k.
\]

Taking \( \rho_0 = \psi^*_1 + \sigma \), we have \( \frac{1}{\sigma^2} (\rho_0 (\rho_0 - \psi^*_1) + f_1) = 2 \) and by Lemma 2,

\[
\chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) + 1 = \mathbb{E}_{\delta, \tilde{\delta}} \left( 1 - 2\delta^\top \tilde{\delta} \right)^{-n}.
\]

By the inequality \( \frac{1}{1-x} \leq \exp(2x) \) for \( x \in \left[0, \frac{\log 2}{2}\right] \), if \( \delta^\top \tilde{\delta} \leq \frac{c_2}{2} k^p \), then \( \left( 1 - 2\delta^\top \tilde{\delta} \right)^{-n} \leq \exp \left( 4n\delta^\top \tilde{\delta} \right) \). By Lemma 3, we further have

\[
\mathbb{E}_{\delta, \tilde{\delta}} \exp \left( 4n\delta^\top \tilde{\delta} \right) = \mathbb{E} \exp \left( 4n\rho^2 \right) \leq e^{\frac{c_2^2 k^2}{2\rho}} \left( 1 - \frac{c_2 k}{2p_1} + \frac{c_2 k}{2p_1} \exp \left( 4n\rho^2 \right) \right) \leq e^{\frac{c_2^2 k^2}{2\rho}} \left( 1 + \frac{1}{p_1} \right)^{\frac{c_2 k}{\rho}}.
\]
where the second inequality follows by plugging in \( \rho = \sqrt{\frac{\log \frac{4\log p}{\delta_2^2}}{8\alpha}} \) and the last inequality follows by \( k \leq cp^\gamma \). If \( k \leq c \left( \frac{n}{\log p}, p^\gamma \right) \), where \( 0 \leq \gamma < \frac{1}{2} \) and \( c \) is a sufficient small positive constant, then \( k\rho^2 < \min \left\{ \frac{\log 2}{2\alpha}, \left( 1 - \frac{1}{M} \right)^2, 1 \right\} \) and hence

\[
(7.21) \quad \chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \leq \left( \frac{1}{2} - \alpha \right)^2 \quad \text{and} \quad \text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \leq \frac{1}{2} - \alpha.
\]

**Step 3.** We calculate the distance between \( \mu_1 \) and \( \mu_0 \). Under \( H_0 \), \( \mu_0 = \psi_1^* \).

Under \( H_1 \), \( \mu_1 = \psi_1 = \frac{-\|\delta\|^2(\rho_0 + \psi_1^*)}{1 - \|\delta\|^2} \). For \( \delta \in \ell \left( p_1, \frac{\bar{\rho}}{2}, \rho \right) \), \( \|\delta\|^2 = \frac{\bar{\rho}}{2} k\rho^2 \) and \( \mu_1 = \psi_1 = \frac{-\frac{\bar{\rho}}{2} k\rho^2 (\psi_1^* + \sigma) + \psi_1^*}{1 - \frac{\bar{\rho}}{2} k\rho^2} \). Since \( \rho \) is selected as fixed, \( \mu_1 = \psi_1 \) is a fixed constant for \( (\psi, \Gamma, \sigma) \in H_1 \). Note that \( \mu_1 - \mu_0 = \frac{\|\delta\|^2(\psi_1^* - \rho_0)}{1 - \|\delta\|^2} = -\sigma \|\delta\|_2^2 \), and it follows that \( |\mu_1 - \mu_0| = \sigma \|\delta\|_2^2 \geq \frac{\log \frac{4\bar{\rho}}{\delta_2^2}}{n} \sigma \). Combined with (7.2) and (7.21), Lemma 1 leads to (7.10). By (7.9), we establish (3.13).

**Proof of (7.7)** Similar to the proof of (7.6), the proof is divided into three steps.

The first step. We construct alternative hypothesis parameter space \( H_1 \). For a given \( \xi, \beta^* \) and a small positive constant \( \bar{\epsilon} \), we select \( \beta \) such that

\[
(7.22) \quad \beta_{-\text{supp}(\xi)} = \beta^*_{-\text{supp}(\xi)}, \quad \|\beta_{\text{supp}(\xi)} - \beta^*_{\text{supp}(\xi)}\|_2 = \frac{\sigma}{\sqrt{n}}.
\]

and

\[
(7.23) \quad \xi^T (\beta - \beta^*) = \sum_{i \in \text{supp}(\xi)} \xi_i (\beta_i - \beta_i^*) = \|\xi\|_2 \|\beta - \beta^*\|_2.
\]

The sparsity of \( \beta \) is controlled by \( \|\beta\|_0 \leq \|\beta^*\|_0 + \|\xi\|_0 \leq k \), and hence \( (\beta, I, \sigma) \in \Theta (k) \). We consider the parameter spaces \( H_0 = \{ \theta^* = (\beta^*, I, \sigma) \} \) and \( H_1 = \{ (\beta, I, \sigma) \} \).

The second step. Let \( \pi_{H_0} \) denote the point mass prior on the point \( (\beta^*, I, \sigma) \) and \( \pi_{H_1} \) denote the point mass prior on the point \( (\beta, I, \sigma) \). Let \( f_{\pi_{H_0}} (y \mid X) \) denote the conditional density function of the marginal distribution of \( y \) given \( X \) with the parameter \( \pi_{H_i} \) on \( H_i \) for \( i = 0, 1 \). The \( \chi^2 \) distance between the conditional distributions \( f_{\pi_{H_1}} (y \mid X) \) and \( f_{\pi_{H_0}} (y \mid X) \) is

\[
(7.24) \quad \chi^2 \left( f_{\pi_{H_1}} (y \mid X), f_{\pi_{H_0}} (y \mid X) \right) + 1 = \exp \left( \frac{1}{\sigma^2} \|X (\beta - \beta^*)\|_2^2 \right).
\]
Let \( \mathbb{E}_X \) denote the expectation with respect to \( X \), where \( X_i \overset{\text{i.i.d.}}{\sim} \mathcal{N}_p(0, I) \), \( i = 1, \ldots, n \), then we have

\[
\chi^2 \left( f_{\pi_{\mathcal{H}_1}}(y, X), f_{\pi_{\mathcal{H}_0}}(y, X) \right) = \mathbb{E}_X \left( \chi^2 \left( f_{\pi_{\mathcal{H}_1}}(y \mid X), f_{\pi_{\mathcal{H}_0}}(y \mid X) \right) \right) \\
\hspace{1cm} = \mathbb{E}_X \exp \left( \frac{1}{\sigma^2} \| X (\beta - \beta^*) \|^2 \right) - 1.
\]

If \( \frac{2\|\beta^* - \beta\|^2}{\sigma^2} < \frac{\log 2}{2} \), we have

\[
\chi^2 \left( f_{\pi_{\mathcal{H}_1}}(y, X), f_{\pi_{\mathcal{H}_0}}(y, X) \right) = \left( 1 - \frac{2\|\beta^* - \beta\|^2}{\sigma^2} \right)^{-\frac{\sigma^2}{2}} - 1 \leq \exp \left( \frac{2n\|\beta^* - \beta\|^2}{\sigma^2} \right) - 1,
\]

where the first equality follows from the moment generating function of \( \chi^2 \) distribution and the second inequality follows from the inequality \( \frac{1}{1-x} \leq \exp(2x) \) for \( x \in \left[ 0, \frac{\log 2}{2} \right] \).

The third step. We calculate the distance between \( \mu_1 = T\beta \) and \( \mu_0 = T\beta^* \). Note that \( \mu_0 \) and \( \mu_1 \) are fixed constants under the simple null and alternative hypothesis. By Lemma 1, the construction (7.22) and (7.23) and the control of \( \chi^2 \) distance (7.25) lead to

\[
\mathbb{E}_{\theta^*} (L(C_{\alpha}(\xi^\top\beta, Z))) \geq \frac{\sigma - \bar{\epsilon}}{\sqrt{n}} \left( 1 - 2\alpha - \sqrt{\exp(2\bar{\epsilon}) - 1} \right). \quad \Box
\]

### 7.3. Proof of Theorem 2

Theorem 2 follows from Theorem 3. Given 0 < \( \zeta_0 < 1 \), we define \( k^* = \min\{k_1, (1 - \zeta_0)k - 1\} \) and \( q^* = \min\{k_0, \|\xi\|_0\} \). Let \( J \) denote the subset of \( \{1, \ldots, p\} \) corresponding to the \( q^* \) largest in absolute value coordinates of \( \xi \). Define the parameter space \( \Theta_\xi(k) = \{ \theta \in \Theta(k) : \beta_{\supp(\xi) \setminus J} = 0 \} \), which is a subspace of \( \Theta(k) \) setting \( \beta \) to be zero on the set \( \supp(\xi) \setminus J \). Define the vector \( \xi \) such that \( \xi_j = \xi_j \) for \( j \in J \) and \( \xi_j = 0 \) for \( j \notin J \). By the fact that \( \xi^\top\beta = \bar{\xi}^\top\beta \) for \( \beta \in \Theta_\xi(k) \), we have

\[
\inf_{C_{\alpha}(\xi^\top\beta, Z) \in \mathcal{I}_n(\Theta_\xi(k), \xi^\top\beta)} \mathbb{E}_{\theta^*} L(C_{\alpha}(\xi^\top\beta, Z)) = \inf_{C_{\alpha}(\xi^\top\beta, Z) \in \mathcal{I}_n(\Theta_\xi(k), \xi^\top\beta)} \mathbb{E}_{\theta^*} L(C_{\alpha}(\xi^\top\beta, Z)).
\]

It then follows from the same argument as the proof of Theorem 3 that

\[
\inf_{C_{\alpha}(\xi^\top\beta, Z) \in \mathcal{I}_n(\Theta_\xi(k), \xi^\top\beta)} \mathbb{E}_{\theta^*} L(C_{\alpha}(\xi^\top\beta, Z)) \geq c\|\xi\|_2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right).
\]

By taking \( \theta^* \in \Theta_\xi(k^*) \), we have

\[
L^*_\alpha(\Theta_\xi(k^*), \Theta_\xi(k), \xi^\top\beta) \geq \inf_{C_{\alpha}(\xi^\top\beta, Z) \in \mathcal{I}_n(\Theta_\xi(k), \xi^\top\beta)} \mathbb{E}_{\theta^*} L(C_{\alpha}(\xi^\top\beta, Z)).
\]

Since \( \Theta_\xi(k^*) \subset \Theta(k_1) \), \( \Theta_\xi(k) \subset \Theta(k) \) and \( \|\xi\|_2 \geq c\|\xi\|_2 \), we have established Theorem 2. \( \Box \)
7.4. Proof of Theorem 1. The lower bound of Theorem 1 follows from
Theorem 2 by taking \( k_1 = k \). The minimax upper bound follows from the
following proposition, which establishes the coverage property and the ex-
pected length of the confidence interval constructed in (3.11). Such a confi-
dence interval achieves the minimax length in (3.1).

**Proposition 1.** Suppose that \( k \leq c_* \frac{n}{\log p} \), where \( c_* \) is a small positive
constant, then

\[
\lim \inf_{n,p \to \infty} \inf_{\theta \in \Theta(k)} \mathbb{P}_\theta \left( \xi^\top \beta \in \text{CI}_\alpha(\xi^\top \beta, Z) \right) \geq 1 - \alpha,
\]

and

\[
L \left( \text{CI}_\alpha(\xi^\top \beta, Z), \Theta(k) \right) \leq C \frac{\log p}{n} + 1, \quad \text{for some constant } C > 0.
\]

In the following, we are going to prove Proposition 1. By normalizing the
columns of \( X \) and the true sparse vector \( \beta \), the linear regression model can
be expressed as

\[
y = Wd + \epsilon, \quad \text{with } W = XD, \quad d = D^{-1} \beta \text{ and } \epsilon \sim N(0, \sigma^2 I),
\]

where

\[
D = \text{diag} \left( \frac{\sqrt{n}}{\|X_j\|_2} \right)_{j \in [p]}
\]
denotes the \( p \times p \) diagonal matrix with \( (j,j) \) entry to be \( \frac{\sqrt{n}}{\|X_j\|_2} \). Take \( \delta_0 = 1.0048 \) and \( \eta_0 = 0.01, \) we have \( \lambda_0 = (1 + \eta_0) \sqrt{2h_0 \log p n} \). Take \( \epsilon_0 = \frac{2 \eta_0 + 1}{\eta_0} = 202, \nu_0 = 0.01, C_1 = 2.25, c_0 = \frac{1}{6} \) and \( C_0 = 3 \). Rather than use
the constants directly in the following discussion, we use \( \delta_0, \eta_0, \epsilon_0, \nu_0, C_1, C_0 \)
and \( c_0 \) to represent the above fixed constants in the following discussion. We
also assume that \( \frac{\log p}{n} \leq \frac{1}{25} \) and \( \delta_0 \log p > 2 \). Define the \( l_1 \) cone invertibility factor \( (CIF_1) \) as follows,

\[
\text{CIF}_1(\alpha_0, K, W) = \inf \left\{ |K| \left\| \frac{W^\top W}{n} u_\infty \right\| : \|K\|_1 \leq \alpha_0 \|u_K\|_1, u \neq 0 \right\},
\]

where \( K \) is an index set. Define \( \sigma^{ora} = \frac{1}{\sqrt{n}} \|y - X \beta\|_2 = \frac{1}{\sqrt{n}} \|y - Wd\|_2 \),

\[
T = \{k : |d_k| \geq \lambda_0 \sigma^{ora} \}, \quad \tau = (1 + \epsilon_0) \lambda_0 \max \left\{ \frac{4}{\sigma^{ora}} \|d_{T_\tau}\|_1, \frac{8|T|}{CIF_1(2\epsilon_0 + 1, T, W)} \right\}.
\]
To facilitate the proof, we define the following events for the random design $X$ and the error $\epsilon$,

$$G_1 = \left\{ \frac{2}{5} \sqrt{M_1} \frac{1}{\sqrt{n}} < \frac{\|X_j\|^2}{7} \sqrt{M_1} \text{ for } 1 \leq j \leq p \right\},$$

$$G_2 = \left\{ \left( \frac{\sigma^2}{\sigma^2} \right)^2 - 1 \leq 2 \sqrt{\frac{\log p}{n} + 2 \frac{\log p}{n}} \right\},$$

$$G_3 = \left\{ \max \left\{ \left| \frac{\xi^\top \xi}{\xi^\top \Sigma \xi} - 1 \right|, \left| \frac{u^\top \Sigma u}{\xi^\top \Omega \xi} - 1 \right| \right\} \leq 2 \sqrt{\frac{\log p}{n} + 2 \frac{\log p}{n}} \right\},$$

where $u = \Omega \xi$,

$$G_4 = \left\{ \kappa(X, k, \alpha) \geq \frac{1}{4 \sqrt{\lambda_{\max} (\Omega)}} - \frac{9}{\sqrt{\lambda_{\min} (\Omega)}} (1 + \alpha) \sqrt{k \frac{\log p}{n}} \right\},$$

$$G_5 = \left\{ \frac{\|W^\top \epsilon\|_\infty}{\sigma} \leq \sigma \sqrt{2 \delta_0 \log p} \frac{n}{\|\xi\|_2} \right\},$$

$$S_1 = \left\{ \frac{\|W^\top \epsilon\|_\infty}{\sigma} \leq \sigma^\alpha \lambda_0 \frac{\epsilon_0 - 1}{\epsilon_0 + 1} (1 - \tau) \right\},$$

$$S_2 = \{(1 - \nu_0) \hat{\sigma} \leq \sigma \leq (1 + \nu_0) \hat{\sigma} \},$$

$$B_1 = \left\{ \left| \xi^\top \Omega \hat{\Sigma} - \xi^\top \Omega \xi \right| \leq \lambda_n \right\},$$

where $\lambda_n = 4 C_0 M_1^2 \|\xi\|_2 \frac{\log p}{n}$.

Define $G = \cap_{i=1}^5 G_i$ and $S = \cap_{i=1}^2 S_i$. The following lemmas control the probability of events $G$, $S$ and $B_1$. The detailed proofs of Lemma 4, 5 and 6 are in the supplement.

**Lemma 4.**

(7.32) \( P_\theta (G) \geq 1 - \frac{6}{p} - 2 p^{1 - c_1} - \frac{1}{2 \sqrt{\pi \delta_0 \log p}} p^{1 - \delta_0} - c^' \exp \left(-cn\right), \)

and

(7.33) \( P_\theta (B_1) \geq 1 - 2 p^{1 - c_0 \delta_0^2} \),

where $c$ and $c'$ are universal positive constants. If $k \leq c_* \frac{n}{\log p}$, then

(7.34) \( P_\theta (G \cap S) \geq P_\theta (G) - 2 \exp \left(- \left( \frac{g_0 + 1 - \sqrt{2 g_0 + 1}}{2} \right) n \right) - c'' \frac{1}{\sqrt{\log p}} p^{1 - \delta_0}, \)

where $c_*$ and $c''$ are universal positive constants and $g_0 = \frac{
u_0}{2 + 3 \nu_0}$.

The following lemma establishes a data-dependent upper bound for the term $\|\hat{\beta} - \beta\|_1$. 

Lemma 5. **On the event** $G \cap S$,

$$
\| \hat{\beta} - \beta \|_1 \leq (2 + 2\epsilon_0) \frac{\sqrt{n}}{\min \| X_j \|_2} l(Z, k),
$$

where

$$
l(Z, k) = \max \left\{ k\lambda_0 \sigma^{\alpha_{\text{var}}}, \frac{(2 + 2\epsilon_0) \max \| X_j \|_2^2}{n\kappa^2(X, k, (1 + 2\epsilon_0) \frac{\max \| X_j \|_2}{\min \| X_j \|_2}) } \right\}.
$$

The following lemma controls the radius of the confidence interval.

**Lemma 6.** **On the event** $G \cap S \cap B_1$, there exists $p_0$ such that if $p \geq p_0$,

$$
\rho_1(k) \leq C\| \xi \|_2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right) \sigma \leq \| \xi \|_2 \log p \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right) \hat{\sigma},
$$

and

$$
\rho_2(k) \leq Ck \sqrt{\frac{\log p}{n} \sigma} \leq \log p \left( k \sqrt{\frac{\log p}{n} \hat{\sigma}} \right).
$$

In the following, we establish the coverage property of the proposed confidence interval. By the definition of $\tilde{\mu}$ in (3.6), we have

$$
\tilde{\mu} - \xi^T \beta = \frac{1}{n} \tilde{u}^T X^T \epsilon + \left( \xi^T - \tilde{u}^T \tilde{\Sigma} \right) \left( \hat{\beta} - \beta \right).
$$

We now construct a confidence interval for the variance term $\frac{1}{n} \tilde{u}^T X^T \epsilon$ by normal distribution and a high probability upper bound for the bias term $\left( \xi^T - \tilde{u}^T \tilde{\Sigma} \right) \left( \hat{\beta} - \beta \right)$. Since $\epsilon$ is independent of $X$ and $\tilde{u}$ and $\tilde{\Sigma}$ is a function of $X$, we have $\frac{1}{n} \tilde{u}^T X^T \epsilon | X \sim N \left( 0, \sigma^2 \frac{\tilde{u}^T \tilde{\Sigma} \tilde{u}}{n} \right)$, and

$$
\mathbb{P}_{\epsilon | X} \left( \frac{1}{n} \tilde{u}^T X^T \epsilon \in \left( -\sqrt{\frac{\tilde{u}^T \tilde{\Sigma} \tilde{u}}{n} \sigma z_{\alpha/2}}, \sqrt{\frac{\tilde{u}^T \tilde{\Sigma} \tilde{u}}{n} \sigma z_{\alpha/2}} \right) | X \right) = 1 - \alpha.
$$

By (7.39), we have $\mathbb{P}_{\epsilon | X} (\xi^T \beta \in \text{CI}_0(Z, k) | X) = 1 - \alpha$, where

$$
\text{CI}_0(Z, k) = \left[ \tilde{\mu} - \left( \xi^T - \tilde{u}^T \tilde{\Sigma} \right) \left( \hat{\beta} - \beta \right) - \sqrt{\frac{\tilde{u}^T \tilde{\Sigma} \tilde{u}}{n} \sigma z_{\alpha/2}}, \tilde{\mu} - \left( \xi^T - \tilde{u}^T \tilde{\Sigma} \right) \left( \hat{\beta} - \beta \right) + \sqrt{\frac{\tilde{u}^T \tilde{\Sigma} \tilde{u}}{n} \sigma z_{\alpha/2}} \right].
$$
Lemma 5 and the constraint in (3.5) lead to the expected length as follows, from (7.40). Combined with Lemma 4, we establish (7.26). We control where the first inequality follows from (7.42) and (7.43) and the first equality

(7.41) \[ \| \xi^T - \hat{u}^T \Sigma \| \beta - \beta \|_1 \leq \lambda_n (2 + 2\epsilon_0) \frac{\sqrt{m}}{\min \| X_j \|_2} l(Z, k), \]

where \( l(Z, k) \) is defined in (7.36). On the event \( G \cap S \), we also have \( \sigma \leq (1 + \nu_0) \hat{\sigma} \) and \( \sigma^{\alpha \alpha} \leq (1 + \nu_0) \sqrt{1 + 2 \frac{\log p}{n} + 2 \frac{\log p}{n} \hat{\sigma}} \). We define the following confidence interval to facilitate the discussion, \( CI_1(Z, k) = (\hat{\mu} - l_k, \hat{\mu} + l_k) \), where \( l_k = (1 + \nu_0) \sqrt{\frac{\hat{u}^T \Sigma \hat{u}}{n}} z_{\alpha/2} + C_1(X, k) \| \xi \|_2 k \frac{\log p}{n} \hat{\sigma} \). On the event \( G \cap S \), we have

(7.42) \[ CI_0(Z, k) \subset CI_1(Z, k). \]

On the event \( S_2 \), if \( p \geq \exp(2M_2) \), then \( \hat{\sigma} \leq \frac{1}{1 - \nu_0} \sigma \leq \frac{1}{1 - \nu_0} M_2 < \log p \). Hence, the event \( A \) holds and \( CI_0^S(\xi^T \beta, Z) = [\hat{\mu} - \rho_1(k), \hat{\mu} + \rho_1(k)] \). By Lemma 6, on the event \( G \cap S \cap B_1 \), if \( p \geq \max\{p_0, \exp(2M_2)\} \), we have \( \rho_1(k) = l_k \), and hence

(7.43) \[ CI_1(Z, k) = CI_0^S(\xi^T \beta, Z). \]

We have the following bound on the coverage probability,

\[ \mathbb{P}_\theta(\{\xi^T \beta \in CI_0^S(\xi^T \beta, Z)\}) \geq \mathbb{P}_\theta(\{\xi^T \beta \in CI_0(Z, k)\} \cap S \cap G \cap B_1) \]
\[ \geq \mathbb{P}_\theta(\{\xi^T \beta \in CI_0(Z, k)\}) - \mathbb{P}_\theta((S \cap G \cap B_1)^c) = 1 - \alpha - \mathbb{P}_\theta((S \cap G \cap B_1)^c) \]
\[ = \mathbb{P}_\theta(S \cap G \cap B_1) - \alpha, \]

where the first inequality follows from (7.42) and (7.43) and the first equality follows from (7.40). Combined with Lemma 4, we establish (7.26). We control the expected length as follows,

(7.44) \[ \mathbb{E}_\theta L(\xi^T \beta, Z) = \mathbb{E}_\theta L(\xi^T \beta, Z) 1_A \]
\[ = \mathbb{E}_\theta L(\xi^T \beta, Z) 1_{A \cap (S \cap G \cap B_1)} + \mathbb{E}_\theta L(\xi^T \beta, Z) 1_{A \cap (S \cap G \cap B_1)^c} \]
\[ \leq C \| \xi \|_2 \left( k \frac{\log p}{n} + \frac{1}{\sqrt{n}} \right) \sigma + \| \xi \|_2 (\log p)^2 \left( \frac{1}{\sqrt{n}} + \frac{k \log p}{n} \right) \mathbb{P}_\theta((S \cap G \cap B_1)^c) \]
\[ \leq C \| \xi \|_2 \left( k \frac{\log p}{n} + \frac{1}{\sqrt{n}} \right) \left( \sigma + C \left( p^{1 - \min\{\delta_0, C_1, C_2^2\} + c' \exp(-cn) \} (\log p)^2 \right) , \right) \]
where the first inequality follows from (7.37) and second inequality follows from Lemma 4. If \( \log \frac{p}{n} \leq c \), then \( p^{1-\min\{δ₀, C₁c₀C₂^2\}} + c \exp (-cn) \) \( (\log p)^2 \rightarrow 0 \), and hence \( EθL(\text{CI}_α(ξ^Tβ, Z)) \leq C\|ξ\|_2 \left(k \frac{\log p}{n} + \frac{1}{\sqrt{n}}\right) M_2 \).
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This note summarizes the supplementary materials to the paper “Confidence Intervals for High-Dimensional Linear Regression: Minimax Rates and Adaptivity”. We present the detailed proofs of the adaptivity lower bound and minimax upper bound for confidence intervals of linear functionals $\xi^\top \beta$ in the dense loading regime. We also establish the minimax rates and adaptivity of confidence intervals of linear functionals $\xi^\top \beta$ when there is a prior knowledge that $\Omega = I$ and $\sigma = \sigma_0$. We also prove the extra propositions and technical lemmas.

1. Proofs of Theorems. In this section, we provide detailed proofs of Theorem 4, Theorem 5, Theorem 6, Theorem 7 and Theorem 8.

1.1. Proof of Theorem 6. The proof is divided into three steps.

The first step. We construct the alternative hypothesis parameter space $H_1$. Let $H_0 = \{ \theta^* = (\beta^*, I, \sigma) \} \subset \Theta (k_1)$, $S_2 = \text{supp} (\beta^*)$ and $S_3 = \text{supp} (\xi) \setminus S_2$. Let $k^*$ denote the size of $S_2$ and $p_2$ denote the size of $S_2^c$ and $p_3$ denote the size of $S_3$. We have $S_3 \subset S_2^c$, $k^* \leq k_1$ and $p_3 \geq q - k_1$. We have the following expression for the covariance matrix $\Sigma^*_0$ of $(y_1, X_1)$ corresponding to the null parameter space $H_0 = \{ \theta^* = (\beta^*, I, \sigma) \}$,

\[
\Sigma^*_0 = \begin{pmatrix}
\| \beta^* \|^2_2 + \sigma^2 & (\beta^*_{S_2})^\top I_{k^* \times k^*} & 0_{1 \times p_2} \\
\beta^*_{S_2} & I_{k^* \times k^*} & 0_{k^* \times p_2} \\
0_{p_2 \times 1} & 0_{p_2 \times k^*} & I_{p_2 \times p_2}
\end{pmatrix}.
\]

Let $\xi^* = \min_{i \in S_3} |\xi_i| > 0$ and we define the following set,

\[
\ell_1 (p_2, \zeta_0 k, \rho) = \left\{ \delta : \delta \in \mathbb{R}^{p_2}, \text{supp} (\delta) \subset S_3, \| \delta \|_0 = \zeta_0 k, \delta_i \xi_i \in \{ 0, \rho \} \text{ for } i \in S_3 \right\}.
\]
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and then construct a parameter space $\mathcal{F}_1$ for $\Sigma^z$, $\mathcal{F}_1 = \{\Sigma^z_\delta : \delta \in \ell_1 (p_2, \zeta_0 k, \rho)\}$ with
\[
\Sigma^z_\delta = \begin{pmatrix}
\|\beta^*\|_2^2 + \sigma^2 & (\beta^*_S)^T \\
\beta^*_S & 1_{k^* \times k^*} \\
\delta & 0_{p_2 \times k^*}
\end{pmatrix}.
\]
We construct the alternative hypothesis space $\mathcal{H}_1$ for $(\beta, \Omega, \sigma)$, which is induced by the mapping $h$ and the parameter space $\mathcal{F}_1$,
\[
\mathcal{H}_1 = \{(\beta, \Omega, \sigma) : (\beta, \Omega, \sigma) = h(\Sigma^z) \text{ for } \Sigma^z \in \mathcal{F}_1\}.
\]
Under the alternative joint distribution (1.3), for the linear model expression $y_i = X_{iS_2}^\beta S_2 + X_{iS_2}^\rho S_2 + \epsilon'_i$, we have
\[
(1.5) \quad \beta_{S_2} = \beta^*_S, \quad \beta_{S_2}^c = \delta, \quad \text{and} \quad \text{Var} \left( \epsilon'_i \right) = \sigma^2 - \|\delta\|_2^2 \leq M_2.
\]
Based on (1.5), the sparsity of $\beta$ under the alternative is upper bounded by $|\text{supp} (\beta^*)| + |\text{supp} (\delta)| \leq (1 - \zeta_0) k + \zeta_0 k = k$. Since we do not perturb the covariance matrix for $X_{1\cdot}$, the precision matrix for $X_{1\cdot}$ in the alternative hypothesis space satisfies the conditions in $\Theta (k)$. Hence, we show that $\mathcal{H}_1 \subset \Theta (k)$.
The second step Let $\pi$ denote the uniform prior on $\delta$ over $\ell_1 (p_2, \zeta_0 k, \rho)$. Note that this uniform prior $\pi$ induces a prior distribution $\pi_{\mathcal{H}_1}$ over the parameter space $\mathcal{H}_1$. The following lemma controls the $\chi^2$ distance between the null and the alternative.

**Lemma 7.**
\[
\chi^2 \left( f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}} \right) + 1 = \mathbb{E}_{\delta, \delta'} \left( 1 - \frac{1}{\sigma^2} \delta^T \delta \right)^{-n}.
\]
By the inequality $\frac{1}{1-x} \leq \exp(2x)$ for $x \in \left[0, \frac{\log 2}{2}\right]$, for $\frac{1}{\sigma^2} \delta^T \delta \leq \frac{1}{\sigma^2} \zeta_0 k \rho^2 < \frac{\log 2}{2}$, then we have $\left( 1 - \frac{1}{\sigma^2} \delta^T \delta \right)^{-n} \leq \exp \left( \frac{2}{\sigma^2} n \delta^T \delta \right)$. By Lemma 3 in the main paper [3], we further have
\[
(1.6) \quad \mathbb{E} \exp \left( \frac{2}{\sigma^2} n \delta^T \delta \right) = \mathbb{E} \exp \left( -\frac{1}{\sigma^2} 2Jn \rho^2 \right) \leq e^{\frac{\zeta_0^2}{p_3 \sigma^2} k^2} \left( 1 - \frac{\zeta_0 k}{p_3} + \frac{\zeta_0 k}{\sqrt{p_3} \sqrt{\zeta_0^2 k^2}} \right)^{\zeta_0 k} \leq e^{\frac{\zeta_0^2 k^2}{p_3 \sigma^2}} \left( 1 + \frac{1}{\sqrt{p_3}} \right)^{\zeta_0 k \rho^2},
\]
where the second inequality follows by plugging $\rho = \sqrt{\frac{\log p}{4n}} \cdot \sigma$. If $k \leq c \min \left\{ \frac{n}{\log p}, p^\gamma \right\}$ for a sufficiently small positive constant $c$, we have $kp^2 < \frac{\log 2}{2k} \cdot \sigma^2$. Since $p_3 \geq q - k_1 \geq cp^{2\gamma + \varsigma} - k_1$ with $0 < \varsigma < 1 - 2\gamma$, we have

$$\chi^2 \left( f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}} \right) \leq \left( \frac{1}{2} - \alpha \right)^2 \quad \text{and hence TV} \left( f_{\pi_{\mathcal{H}_1}}, f_{\pi_{\mathcal{H}_0}} \right) \leq \frac{1}{2} - \alpha.$$  

The third step. We calculate the distance between $\mu_1$ and $\mu_0$. Under $\mathcal{H}_0$, $\mu_0 = \xi_0 \cdot S_2 \beta$. Under $\mathcal{H}_1$, we have $\mu_1 = \xi_1 \cdot S_2 \beta + \xi_0 \cdot k \rho$. Note that for $\delta \in \ell_1(p^2, \zeta_0 k, \rho)$, we have $\mu_1 = \xi_1 \cdot S_2 \beta + \xi_0 \cdot k \rho$. Hence, $\mu_1$ is a fixed constant for a given $\rho$. For $\xi \in \Xi(q, \tilde{c})$,

$$|\mu_1 - \mu_0| = \xi_0 \cdot k \rho \geq c \|\xi\|_\infty \cdot \zeta_0 \cdot \sqrt{\log \frac{p}{n}} \cdot \sigma \geq c \|\xi\|_\infty \cdot k \sqrt{\log \frac{p}{n}} \cdot \sigma,$$

where the last inequality follows from $p_3 \geq q - k_1 \geq cp^{2\gamma + \varsigma} - k_1$ with $0 < \varsigma < 1 - 2\gamma$. By (7.3) of Lemma 1 in the main paper [3], we establish (4.7) in the main paper.

1.2. Proof of Theorem 5. Theorem 5 follows from Theorem 6. Given $0 < \zeta_0 < 1$, we define $k^*_1 = \min\{k_1, (1 - \zeta_0)k - 1\}$. By taking $\theta^* \in \Theta(k^*_1)$, we have

$$L^*_\alpha(\Theta(k^*_1), \Theta(k), \xi^T \beta) \geq \inf_{\Theta(k^*_1), \Theta(k), \xi^T \beta} \mathbb{E}_{\theta^*} L(\Theta(k^*_1), \Theta(k), \xi^T \beta),$$

and hence Theorem 5 follows from the fact that $L^*_\alpha(\Theta(k_1), \Theta(k), \xi^T \beta) \geq L^*_\alpha(\Theta(k^*_1), \Theta(k), \xi^T \beta)$.

1.3. Proof of Theorem 4. The minimax lower bound of Theorem 4 follows from Theorem 5 with taking $k_1 = k$. The following proposition establishes the minimax upper bound of Theorem 4.

Proposition 2. Suppose that $k \leq c^* \frac{n}{\log p}$, where $c^*$ is a small positive constant, then

$$\liminf_{n,p \to \infty} \inf_{\theta \in \Theta(k)} \mathbb{P}_\theta \left( \xi^T \beta \in \text{CI}_{\xi^T \beta}^p(Z, k) \right) = 1,$$

and

$$L(\text{CI}_{\xi^T \beta}^p(Z, k), \Theta(k)) \leq C \|\xi\|_\infty k \sqrt{\frac{\log p}{n}},$$

for some constant $C > 0$. 


In the following, we will establish Proposition 2. On the event $S \cap G$, we have

\[
(1.9) \quad \left| \xi^\top \hat{\beta} - \xi^\top \beta \right| \leq \| \xi \|_\infty \left\| \beta - \beta \right\|_1 \leq \| \xi \|_\infty (2 + 2\epsilon_0) \frac{\sqrt{n}}{\min \| X \cdot j \|_2} l(Z, k),
\]

where $l(Z, k)$ is defined in (7.36) in the main paper [3]. On event $S_2$, if $p \geq \exp (2M_2)$, then $\hat{\sigma} < \log p$. Hence, the event $A$ holds and $\text{CI}_{\alpha}^D (\xi^\top \beta, Z) = \left[ \xi^\top \beta - \| \xi \|_\infty \rho_2(k), \xi^\top \beta + \| \xi \|_\infty \rho_2(k) \right]$. By (7.38) in the main paper [3], on the event $G \cap S$, if $p \geq p_0$, $\| \xi \|_\infty \rho_2(k)$ is equal to the right hand side of (1.9), and hence $\xi^\top \beta \in \text{CI}_{\alpha}^D (\xi^\top \beta, Z)$. We have the following inequality about the coverage probability,

\[
P_\theta (\xi^\top \beta \in \text{CI}_{\alpha}^D (\xi^\top \beta, Z)) \geq P_\theta (S \cap G).
\]

By Lemma 4, we establish (1.7). We control the expected length as follows,

\[
(1.10) \quad E_{\theta} L (\text{CI}_{\alpha}^D (\xi^\top \beta, Z)) \leq C \| \xi \|_\infty \sqrt{n} M_2,
\]

where $C > 0$.

1.4. Proof of Theorem 7. The following proposition shows that the confidence interval proposed in (5.5) in the main paper [3] has the desired coverage property and achieves the minimax lower bound of Theorem 7.

**Proposition 3.** Suppose $k \leq c_* \frac{n}{\log p}$, where $c_*$ is a small positive constant, then

\[
(1.11) \quad \lim \inf_{n,p \to \infty} \inf_{\theta \in \Theta(k, l, \sigma_0)} P_\theta (\xi^\top \beta \in \text{CI}_{\alpha}^I (\xi^\top \beta, Z)) \geq 1 - \alpha,
\]

and

\[
(1.12) \quad L (\text{CI}_{\alpha}^I (\xi^\top \beta, Z), \Theta (k, l, \sigma_0)) \leq C \frac{\| \xi \|_2}{\sqrt{n}}.
\]

for some constant $C > 0$. 
The control of the expected length (1.12) follows from the construction (5.5). In the following, we control the coverage property (1.11). Let $\hat{\Sigma}^{(2)} = \frac{1}{n_2} (X^{(2)})^T X^{(2)}$. We have the following decomposition,

$$
\bar{\mu} - \xi^T \beta = \xi^T \left( I - \hat{\Sigma}^{(2)} \right) \left( \hat{\beta} - \beta \right) + \frac{1}{n_2} \xi^T \left( X^{(2)} \right)^T \epsilon^{(2)}.
$$

with $\frac{1}{n_2} \xi^T \left( X^{(2)} \right)^T \epsilon | X \sim N \left( 0, \sigma_0^2 \frac{\xi^T \hat{\Sigma}^{(2)} \xi}{n_2} \right)$. Before controlling the terms in the right hand side of (1.13), we introduce the following definitions. We state the definition of $\kappa(X, k, s, \alpha_0)$, which was introduced in [1],

$$
\kappa(X, k, s, \alpha_0) = \min_{J_0 \subset \{1, \cdots, p\}, |J_0| \leq k} \min_{\delta \neq 0, \|\delta_{J_0}\|_1 \leq \alpha_0 |\delta_{\bar{J}_0}\|_1} \|X\delta\|_2 \left/ \sqrt{n} \|\delta_{J_0}\|_2 \right.,
$$

where $J_0$ denotes the subset corresponding to the $s$ largest in absolute value coordinates of $\delta$ outside of $J_0$ and $J_{01} = J_0 \cup J_1$. Let $W_j^{(1)} = X_j^{(1)} \frac{\sqrt{n_1}}{\|X_j^{(1)}\|_2}$ for $j = 1, \cdots, p$. Define the following events

$$
\bar{G}_1 = \left\{ \frac{2}{5} < \frac{\|X_j^{(1)}\|_2}{\sqrt{n_1}} < \frac{7}{5} \right\} \text{ for } 1 \leq j \leq p,
$$

$$
\bar{G}_2 = \left\{ \frac{1}{4 \sqrt{\lambda_{\max}} (\Omega)} - \frac{9}{\sqrt{\lambda_{\min}} (\Omega)} (1 + \alpha) \sqrt{2 \log p n_1} \right\},
$$

$$
\bar{G}_3 = \left\{ \|W_j^{(1)} \epsilon_j^{(1)}\|_\infty \leq \sigma_0 \sqrt{\frac{2 \log p n_1}{\lambda_{\max}} \Omega} \right\},
$$

$$
\bar{G}_4 = \left\{ \frac{\|X_j^{(1)}\|_2 \|X_j^{(1)}\|_2}{\xi^T \xi} - 1 \leq 2 \sqrt{\frac{\log p n_1}{n_2} + 2 \log p n_1} \right\},
$$

$$
\bar{G}_5 = \left\{ \xi^T \left( I - \hat{\Sigma}^{(2)} \right) \left( \hat{\beta} - \beta \right) \leq 8 \sqrt{6 \log \frac{2}{(1 - \gamma_0) \alpha} \|\xi\|_2 \|\hat{\beta} - \beta\|_2 \frac{1}{\sqrt{n_2}} \lambda_{\max} \Omega} \right\}.
$$

The following lemma controls the probability of the events $\bar{G}_i$ with $1 \leq i \leq 5$.

**Lemma 8.** If $k \leq c \frac{n}{\log p}$, then

$$
\min \left\{ \mathbb{P}_\theta (\bar{G}_1 \cap \bar{G}_2 \cap \bar{G}_3), \mathbb{P}_\theta (\bar{G}_4) \right\} \geq 1 - c \exp \left( -c' n \right) - cp^{-c''},
$$

where $c, c'$ and $c''$ are positive constants. We also have

$$
\mathbb{P}_\theta (\bar{G}_5) \geq 1 - (1 - \gamma_0) \alpha
$$
By the proof of Theorem 7.2 in [1] and Theorem 3 in [10], on the event $G_1 \cap G_2 \cap G_3$, $\|\hat{\beta} - \beta\|_2 \leq C\sqrt{\frac{k \log p}{n}}\sigma_0$. On the event $G_1 \cap G_2 \cap G_3 \cap G_5$, we have

$$\left| \xi^\top \left( I - \hat{\Sigma}^{(2)} \right) (\hat{\beta} - \beta) \right| \leq C\|\xi\|_2 \frac{\sqrt{k \log p}}{n_2} \sigma_0 \leq 0.005 \frac{\|\xi\|_2}{\sqrt{n_2}} \varepsilon_{\alpha/2} \sigma_0;$$

where the last inequality follows from the assumption that $k \leq c \frac{n}{\log p}$. On the event $G_4$, we have $\sigma_0^2 \xi^\top \hat{\Sigma}^{(2)} \xi \leq 1.001 \frac{\|\xi\|_2^2}{n_2} \sigma_0^2$. To sum up, if $k \leq c \frac{n}{\log p}$, we have $P_{\theta} (\xi^\top \beta \in C_{\alpha} (\xi^\top \beta, Z)) \geq \mathbb{P}_\theta (\cap_{i=1}^k G_i) \geq 1 - \alpha - c \exp (-c'n) - ap^{-c''}.$

1.5. Proof of Theorem 8. It is sufficient to establish the following lower bounds,

$$(1.17) \quad L_{\alpha}^* (\Theta (k_1, I, \sigma_0), \Theta (k, I, \sigma_0), \xi^\top \beta) \geq c_1 \|\xi\|_\infty \sigma_0 \sqrt{kk_1} \sqrt{\frac{\log p}{n}};$$

and

$$(1.18) \quad L_{\alpha}^* (\Theta (k_1, I, \sigma_0), \Theta (k, I, \sigma_0), \xi^\top \beta) \geq c_1 \|\xi\|_\infty \sigma_0 \min \left\{ k \sqrt{\frac{\log p}{n}}, \sqrt{\frac{k}{n^2}} \right\}.$$  

Proof of (1.17)

It is sufficient to establish (1.17) for $k_1 \leq (1 - \zeta_0)k - 1$ with $0 < \zeta_0 < 1$ being a constant. Set $k_1^* = \min \{k_1, (1 - \zeta_0)k - 1 \}$. If $k_1^* \leq k_1 \leq k$, we can establish (1.17) by the following observation,

$$L_{\alpha}^* (\Theta (k_1, I, \sigma_0), \Theta (k, I, \sigma_0), \xi^\top \beta) \geq L_{\alpha}^* (\Theta (k_1^*, I, \sigma_0), \Theta (k, I, \sigma_0), \xi^\top \beta)$$

$$\geq c_1 \|\xi\|_\infty \sigma_0 \sqrt{kk_1^*} \sqrt{\frac{\log p}{n}} \geq c_1 \|\xi\|_\infty \sigma_0 \sqrt{kk_1} \sqrt{\frac{\log p}{n}},$$

where the first inequality follows from $k_1^* \leq k_1$, the second inequality follows from the assumption that (1.17) holds for $k_1^* \leq (1 - \zeta_0)k - 1$ and the last inequality follows from $k_1^* \geq (1 - \zeta_0)k_1 - 1$.

In the following, we will establish (1.17) for $k_1 \leq (1 - \zeta_0)k - 1$ with $0 < \zeta_0 < 1$ being a constant. The proof of (1.17) is more complicated than the previous lower bound argument since we need to compare two composite hypothesis.

The first step. Let $\xi^* = \min_{i \in \text{supp}(\xi)} |\xi_i| > 0$ and we define the following set,

$$(1.19) \quad \ell_2 (p, k, \rho) = \left\{ \delta : \delta \in \mathbb{R}^p, \|\delta\|_0 = k, \delta_i \frac{\xi_i}{\xi^*} \in \{0, \rho\} \text{ for } i \in \text{supp}(\xi) \right\}.$$
We construct the following two parameter spaces for $\Sigma^z$, 

\[
F_0 = \{ \Sigma^z_\nu : \nu \in \ell_2(p,k,\rho) \}, \quad \text{where} \quad \Sigma^z_\nu = \left( \frac{||\nu||_2^2 + \sigma^2_0}{\nu} \nu^T \right)_{p \times p}.
\]

and

\[
F_1 = \{ \Sigma^z_\delta : \delta \in \ell_2 \left( p, k, \sqrt{\frac{k_1}{k}} \rho \right) \}, \quad \text{where} \quad \Sigma^z_\delta = \left( \frac{||\delta||_2^2 + \sigma^2_0}{\delta} \delta^T \right)_{p \times p}.
\]

Then we construct the parameter spaces $H_i$, which is induced by the mapping $h$ and the parameter space $F_i$ for $i = 0,1$,

\[
(1.22) \quad H_i = \{ (\beta, \Omega, \sigma) : (\beta, \Omega, \sigma) = h(\Sigma^z) \text{ for } \Sigma^z \in H_i \} \text{ for } i = 1,2.
\]

By (1.20) and (1.21), we have

\[
(1.23) \quad H_0 = \{ (\nu, I, \sigma_0) : \nu \in \ell_2(p,k,\rho) \} \subset \Theta(k_1,\sigma_0,1); \quad H_1 = \{ (\delta,I,\sigma_0) : \delta \in \ell_2 \left( p, k, \sqrt{\frac{k_1}{k}} \rho \right) \} \subset \Theta(k,\sigma_0,1).
\]

The second step. Let $\pi_0$ denote the uniform prior over $\ell_2(p,k,\rho)$ and $\pi_1$ denote the uniform prior over $\ell_2 \left( p, k, \sqrt{\frac{k_1}{k}} \rho \right)$. Let $\pi_{H_0}$ denote the uniform prior on $H_0$ induced by the prior $\pi_0$ and $\pi_{H_1}$ denote the uniform prior on $H_1$ induced by the prior $\pi_1$. To calculate the distance $\text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right)$, we introduce $H = \{ (0, I, \sigma^2_0 + k_1 \rho^2) \}$ with $\pi_H$ denoting the mass prior at this point. Since

\[
\text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \leq \text{TV} \left( f_{\pi_{H_0}}, f_{\pi_H} \right) + \text{TV} \left( f_{\pi_{H_1}}, f_{\pi_H} \right) \leq \sum_{i=0}^1 \sqrt{\chi^2 \left( f_{\pi_{H_i}}, f_{\pi_H} \right)},
\]

it is sufficient to control $\chi^2 \left( f_{\pi_{H_i}}, f_{\pi_{H_0}} \right)$ for $i = 0,1$. Applying Lemma 7 with $S_2 = \emptyset$, we have

\[
\chi^2 \left( f_{\pi_{H_0}}, f_{\pi_H} \right) + 1 = \mathbb{E}_{\nu, \nu} \left( 1 - \frac{1}{\sigma^2_0 + k_1 \rho^2 \nu^T \nu} \right)^{-n}.
\]

\[
\chi^2 \left( f_{\pi_{H_1}}, f_{\pi_H} \right) + 1 = \mathbb{E}_{\delta, \delta} \left( 1 - \frac{1}{\sigma^2_0 + k_1 \rho^2 \delta^T \delta} \right)^{-n}.
\]
In the following, we will control $\chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H}} \right) + 1$ and the argument for $\chi^2 \left( f_{\pi_{H_0}}, f_{\pi_{H}} \right) + 1$ is similar. By the inequality $\frac{1}{1-x} \leq \exp(2x)$ for $x \in [0, \log_2 \frac{1}{2}]$, if $\frac{1}{\sigma_0^2+k_1\rho^2} \delta^T \delta \leq \frac{\log_2 \frac{1}{2}}{2}$, then $\left( 1 - \frac{1}{\sigma_0^2+k_1\rho^2} \delta^T \delta \right)^{-n} \leq \exp \left( \frac{2n}{\sigma_0^2} \delta^T \delta \right)$. By Lemma 3 in the main paper [3], we further have

$$\mathbb{E} \exp \left( \frac{2n}{\sigma_0^2} \delta^T \delta \right) \leq \mathbb{E} \exp \left( \frac{2nk_1}{\sigma_0^2} \frac{c^2}{k} \rho^2 \right) \leq e^{\frac{k^2}{2}} \left( 1 - \frac{k}{q} + \frac{k}{q} \exp \left( \frac{2c^2nk_1}{\sigma_0^2} \rho^2 \right) \right)^\cdot,$$

where the second inequality follows by plugging $\rho = \sqrt{\frac{\log n}{4cn}} \cdot \sigma_0$. If $k \leq c \min \left\{ \frac{n}{\log R}, p \gamma \right\}$ for a sufficiently small positive constant $c$, we have $k\rho^2 < \frac{\log_2 \frac{1}{2}}{2} \sigma_0^2$. Since $q - k \geq c\rho^2 + \gamma$ with $0 < \gamma < 1 - 2\gamma$, we have $\chi^2 \left( f_{\pi_{H_1}}, f_{\pi_{H}} \right) \leq (\frac{1}{2} - \frac{\gamma}{2})^2$ and $\text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H}} \right) \leq \frac{1}{2} - \frac{\gamma}{2}$. Similarly, we can establish $\chi^2 \left( f_{\pi_{H_0}}, f_{\pi_{H}} \right) \leq (\frac{1}{2} - \frac{\gamma}{2})^2$ and hence $\text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right) \leq \frac{1}{2} - \alpha$.

The third step. We calculate the distance between $\mu_1$ and $\mu_0$. Under $H_0$, $\mu_0 = \xi^* k_1 \rho$. Under $H_1$, we have $\mu_1 = \xi^* k \sqrt{\frac{k_1}{k}} \rho$. Hence, $\mu_0$ and $\mu_1$ are fixed constants for a given $\rho$. For $\xi \in \mathbb{E}(q, \tilde{c})$ and $k_1 \leq (1 - \zeta_0)k - 1$, we have $|\mu_1 - \mu_0| \geq c \|\xi\|_\infty \sqrt{k_1} \sqrt{\frac{\log n}{n}} \sigma_0$. By (7.3) of Lemma 1 in the main paper [3], we establish (1.17).

**Proof of (1.18)**

The first step. We construct the null parameter space $H_0 = \{(0, I, \sigma_0^2)\}$. We construct the following parameter space for $\Sigma^2$,

$$(1.25) \quad \mathcal{F}_1 = \{ \Sigma^2_{\delta} : \delta \in \ell_2 (p, k, \rho) \}, \quad \text{where} \quad \Sigma^2_{\delta} = \left( \frac{\|\delta\|_2^2 + \sigma_0^2}{\delta^T \delta} \right) \delta^I_{p \times p}.$$

Then we construct the parameter space $H_1$, which is induced by the mapping $h$ and the parameter space $\mathcal{F}_1$, $\mathcal{H}_1 = \{ (\beta, \Omega, \sigma) : (\beta, \Omega, \sigma) = h (\Sigma^2) \} \text{ for } \Sigma^2 \in \mathcal{F}_1 \}$. By (1.20) and (1.21), we have $\mathcal{H}_1 = \{ (\delta, I, \sigma_0) : \delta \in \ell_2 (p, k, \rho) \} \subset \Theta (k, I, \sigma_0)$. The second step Let $\pi_0$ denote the mass prior at the point $\left( 0, 1, \sigma_0^2 \right)$ and $\pi_1$ denote the uniform prior over $\ell_2 (p, k, \rho)$. Let $\pi_{H_0}$ denote the mass prior on $H_0$ induced by the prior $\pi_0$ and $\pi_{H_1}$ denote the uniform prior on $H_1$ induced by the prior $\pi_1$. To calculate the distance $\text{TV} \left( f_{\pi_{H_1}}, f_{\pi_{H_0}} \right)$, we introduce $\mathcal{H} = \{ (0, I, \sigma_0^2 + k\rho^2) \}$ with $\pi_{\mathcal{H}}$ denoting the mass prior at this
point. Since $\text{TV} \left( f_{\pi H_1}, f_{\pi H_0} \right) \leq \sqrt{\chi^2 \left( f_{\pi H_0}, f_{\pi H} \right)} + \sqrt{\chi^2 \left( f_{\pi H_1}, f_{\pi H} \right)}$, it is sufficient to control $\chi^2 \left( f_{\pi H_1}, f_{\pi H} \right)$ and $\chi^2 \left( f_{\pi H_0}, f_{\pi H} \right)$. Applying Lemma 7 with $S_2 = \emptyset$, we have

\begin{equation}
(1.26) \quad \chi^2 \left( f_{\pi H_1}, f_{\pi H} \right) + 1 = \mathbb{E}_{\delta, \tilde{\delta}} \left( 1 - \frac{1}{\sigma_0^2 + k\rho^2 \delta^\top \delta} \right)^{-n}.
\end{equation}

We also have

\begin{equation}
(1.27) \quad \chi^2 \left( f_{\pi H_0}, f_{\pi H} \right) + 1 = \mathbb{E}_{\delta, \tilde{\delta}} \left( 1 - \frac{(k\rho^2)^2}{\sigma_0^4} \right)^{-\frac{n}{2}}.
\end{equation}

By the similar argument with (1.24), if $\rho = c \sqrt{\frac{\log p}{n}} \sigma_0$, then $\chi^2 \left( f_{\pi H_1}, f_{\pi H} \right) \leq \left( \frac{1}{4} - \frac{\alpha}{2} \right)^2$. If $\rho = c \frac{1}{\sqrt{\log n}} \sigma_0$, then $\chi^2 \left( f_{\pi H_0}, f_{\pi H} \right) \leq \left( \frac{1}{4} - \frac{\alpha}{2} \right)^2$. If we take $\rho = c \min \left\{ \sqrt{\frac{\log p}{n}} \sigma_0, \frac{1}{\sqrt{\log n}} \sigma_0 \right\}$, then we have $\text{TV} \left( f_{\pi H_1}, f_{\pi H_0} \right) \leq \frac{1}{2} - \alpha$.

The third step. We calculate the distance between $\mu_1$ and $\mu_0$. Under $H_0$, $\mu_0 = 0$. Under $H_1$, we have $\mu_1 = \xi^* k\rho$. Hence, $\mu_0$ and $\mu_1$ are fixed constants for a given $\rho$. For $\xi \in \Xi (q, \bar{c})$, $|\mu_1 - \mu_0| \geq c \|\xi\|_{\infty} k\rho = c \|\xi\|_{\infty} \min \left\{ k \sqrt{\frac{\log p}{n}} \sigma_0, \sqrt{\frac{k}{n^4}} \sigma_0 \right\}$.

By (7.3) of Lemma 1 in the main paper [3], we establish (1.18).

2. Proof of lemmas. In this section, we prove Lemma 2, 3, 4, 5, 6 and 7. We prove Lemma 2, 3 and 7 in Section 2.2, prove Lemma 4 in Section 2.3, prove Lemma 5 in Section 2.4, prove Lemma 6 in Section 2.5 and prove Lemma 8 in Section 2.6.

2.1. Technical lemmas. We introduce the following technical lemmas. The first lemma (Theorem 2.3 in [2]) is a concentration result of $\chi^2$ random variable.

**Lemma 9.** Let $\chi_n^2$ denote the $\chi^2$ random variable with $n$ degrees of freedom, then we have the following concentration inequality,

$$
\mathbb{P} \left( |\chi_n^2 - E\chi_n^2| > 2\sqrt{nt} + 2t \right) \leq 2 \exp(-t).
$$

The following lemma (Theorem 1 in [7]) establishes the concentration result for restricted eigenvalue in the Gaussian design.
Lemma 10. For any Gaussian random design $X \in \mathbb{R}^{n \times p}$ with i.i.d $N(0, \Sigma)$ rows and define $\rho(\Sigma) = \sqrt{\max_{j=1, \ldots, p} \Sigma_{jj}}$, there are universal positive constants $c, c'$ such that

$$\frac{\|Xv\|}{\sqrt{n}} \geq \frac{1}{4} \|\Sigma^{1/2}v\| - 9\rho(\Sigma) \sqrt{\log p} \frac{\|v\|_1}{n} \quad \text{for all } v \in \mathbb{R}^p,$$

with probability at least $1 - c' \exp(-cn)$.

The following lemmas are useful in controlling the $\chi^2$ distance between the null and the alternative hypothesis. The first lemma is established in [5, 8].

Lemma 11. Let $g_i$ be the density function of $N(0, \Sigma_i)$ for $i = 0, 1, 2$, respectively. Then

$$\int \frac{g_1 g_2}{g_0} = (\det (I - \Sigma^{-1}_0 (\Sigma_1 - \Sigma_0) \Sigma^{-1}_2 (\Sigma_2 - \Sigma_0)))^{-\frac{1}{2}}.$$

Lemma 12.

$$\chi^2(f_{\pi_{H_1}}, f_{\pi_{H_0}}) = \int \left( \det (I - (\Sigma_{\delta})^{-1} (\Sigma_{\delta} - \Sigma_{\delta})) (\Sigma_{\delta} - \Sigma_{\delta})) \right)^{-\frac{1}{2}} \pi(\delta) \pi(\tilde{\delta}) d\delta d\tilde{\delta}.$$

Lemma 12 follows from the definition of $f_{\pi_{H_1}}, f_{\pi_{H_0}}$, Fubini’s theorem and Lemma 11. For reasons of space, the proof is omitted here.

The following lemma establishes that restricted eigenvalue is a lower bound for $\text{CIF}_1$ and the function $\omega$ defined in (4.10) in the main paper [3] is a further lower bound for the restricted eigenvalue.

Lemma 13. The $\ell_1$ cone invertibility factor $\text{CIF}_1$ is lower bounded by restricted eigenvalue,

$$\text{CIF}_1(1 + 2\epsilon_0, T, W) \geq \frac{n}{(2 + 2\epsilon_0) \max \|X_j\|_2} \kappa^2 \left( X, k, (1 + 2\epsilon_0) \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \right).$$

On the event $G_4$,

$$\kappa^2 \left( X, k, (1 + 2\epsilon_0) \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \right) \geq \omega(\Omega, X, k).$$
where \( \omega(\Omega, X, k) \) is defined in (4.10) in the main paper [3]. On the event \( G_1 \cap G_4 \), if \( k \le c_1 \frac{n}{\log p} \), then

\[
CIF_1(1 + 2\epsilon_0, T, W) \ge \frac{n}{(2 + 2\epsilon_0) \max \|X_j\|_2^2} \omega(\Omega, X, k) \ge C(M_1).
\]

where \( C(M_1) = \frac{25}{3136(2 + 2\epsilon_0) M_1} \).

**Proof of Lemma 13.** We first prove the following useful inequalities,

\[
\kappa^2(W, k, \alpha_0) \ge \frac{n}{\max \|X_j\|_2^2} \kappa^2(X, k, \alpha_0 \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right)),
\]

and

\[
CIF_1(2\epsilon_0 + 1, T, W) \ge \frac{1}{2 + 2\epsilon_0} \kappa^2(W, k, 1 + 2\epsilon_0).
\]

Proof of (2.6). By the normalization, \( W = XD \) where \( D \) is defined in (7.29) in the main paper [3]. For fixed \( \delta \) and \( J_0 \) such that \( \|\delta J_0\|_1 \le \alpha_0 \|\delta J_0\|_1 \), we have

\[
\frac{\|W\delta\|_2^2}{n\|\delta J_0\|_2^2} = \frac{\|XD\delta\|_2^2}{n\|\delta J_0\|_2^2} \ge \frac{\|XD\delta\|_2^2}{n\|D_{J_0 \times J_0}\|_2^2},
\]

where \( D_{J_0 \times J_0} \) is the submatrix of \( D \) with row indices \( J_0 \) and column indices \( J_0 \). Let \( u = D\delta \), since \( \|\delta J_0\|_1 \le \alpha_0 \|\delta J_0\|_1 \), \( \|u_{J_0}\|_1 \le \max \sqrt{n} \|\delta J_0\|_1 \) and \( \|u_{J_0}\|_1 \ge \min \sqrt{n} \|\delta J_0\|_1 \), we have \( \|u_{J_0}\|_1 \le \alpha_0 \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \|u_{J_0}\|_1 \). Hence,

\[
\kappa^2(W, k, \alpha_0) = \min_{J_0 \subseteq \{1, \ldots, p\}} \min_{|J_0| \le k} \min_{\|\delta J_0\|_1 \le \alpha_0 \|\delta J_0\|_1} \frac{\|W\delta\|_2^2}{n\|\delta J_0\|_2^2} \ge \min_{J_0 \subseteq \{1, \ldots, p\}} \min_{|J_0| \le k} \min_{\|u_{J_0}\|_1 \le \alpha_0 \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \|u_{J_0}\|_1} \left( \frac{\|u_{J_0}\|_1}{n\|u_{J_0}\|_2} \right)^2 \ge \frac{n}{\max \|X_j\|_2^2} \kappa^2 \left( X, k, \alpha_0 \left( \frac{\max \|X_j\|_2}{\min \|X_j\|_2} \right) \right).
\]

Proof of (2.7).
Since $|T| \leq k$, the definitions of $\kappa^2(W, |T|, \alpha_0)$ and $CIF_1(\alpha_0, T, W)$ lead to $\kappa^2(W, |T|, \alpha_0) \geq \kappa^2(W, k, \alpha_0)$, and hence $CIF_1(1 + 2\epsilon_0, T, W) \geq \frac{1}{2} \kappa^2(W, k, 1 + 2\epsilon_0)$.

Combining (2.6) and (2.7), we establish (2.3). The lower bound (2.4) follows from the definition of the event $G_4$. On the event $G_1$, we have $\max \|X_j\|^2 \leq \frac{7}{2} M_1$. If $k \leq c \frac{n}{\log p}$ with a sufficient small constant $c$, then we have

$$\frac{1}{4\sqrt{\lambda_{\max}(\Omega)}} - 9\frac{1}{\sqrt{\lambda_{\min}(\Omega)}} \left(1 + (1 + 2\epsilon_0) \left(\frac{\max \|X_j\|^2}{\min \|X_j\|^2}\right)\right) \sqrt{k \log p} \geq \frac{1}{8\sqrt{M_1}}.$$

Combined with (2.3) and (2.4), we establish (2.5).

### 2.2. Proof of lemmas for the lower bound

We prove the Lemma 2, 7 and for lower bound in this section.

**Proof of Lemma 2.** Let $g_0$ denote the density function of $N(0, \Sigma_0)$, $g_1$ denote the density function of $N(0, \Sigma_\delta)$, and $g_2$ denote the density function of $N(0, \Sigma_{\delta}^\dagger)$. By plugging into Lemma 11, we have

$$\int \frac{g_1 g_2}{g_0} = \left(\det \left(I - (\Sigma_0^{-\dagger} (\Sigma_\delta - \Sigma_0^{-\dagger}) (\Sigma_0^{-\dagger} (\Sigma_\delta - \Sigma_0^{-\dagger})))^{-\frac{1}{2}}\right).$$

Note that

$$(\Sigma_0^{-\dagger})^{-1} = \begin{pmatrix}
\frac{1}{\sigma^2} & \frac{1}{\sigma^2} (\psi_1^\dagger) & \frac{1}{\sigma^2} (\psi_S^\dagger) \\
\frac{1}{\sigma^2} (\psi_1^\dagger) & \frac{1}{\sigma^2} (\psi_1^\dagger (\psi_1^\dagger)^\dagger) & \frac{1}{\sigma^2} (\psi_S^\dagger (\psi_S^\dagger)^\dagger) \\
0_{p_1 \times 1} & 0_{p_1 \times 1} & 0_{p_1 \times k_\ast}
\end{pmatrix},$$

and

$$(\Sigma_0^{-\dagger} (\Sigma_\delta - \Sigma_0^{-\dagger}))^{-\frac{1}{2}} = \begin{pmatrix}
0 & 0 & 0 & \frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger \\
0 & 0 & \frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger & 0_{1 \times k_\ast}
\end{pmatrix},$$

$$\frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger \begin{pmatrix}
0_{k_\ast \times 1} & 0_{k_\ast \times 1} & 0_{k_\ast \times k_\ast} & \frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger \\
0_{k_\ast \times 1} & 0_{k_\ast \times 1} & 0_{k_\ast \times k_\ast} & \frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger \\
0_{k_\ast \times 1} & 0_{k_\ast \times 1} & 0_{k_\ast \times k_\ast} & \frac{1}{\sigma^2} (\rho_0 - \psi_1^\dagger)^\dagger \\
\rho_0 \delta & \delta & \delta & \delta
\end{pmatrix}.$$
and

$$(\Sigma_0^{-1} - \Sigma_{0}^z)(\Sigma_{0}^z - \Sigma_0^{-1}) = \left(\begin{array}{c|c|c}
\frac{1}{\sigma^2} \rho_0 (\rho_0 - \psi_1^*) \delta \delta & \frac{1}{\sigma^2} (\rho_0 - \psi_1^*) \delta \delta & 0_{1 \times k_1} \\
\frac{1}{\sigma^2} \rho_0 f_1 \delta \delta & \frac{1}{\sigma^2} f_1 \delta \delta & 0_{1 \times k_1} \\
0_{p_1 \times 1} & 0_{p_1 \times 1} & 0_{p_1 \times p_1}
\end{array}\right),$$

where $f_1 = \left(\sigma^2 + (\psi_1^*)^2 - \rho_0 \psi_1^*\right)$ and $f_2 = (-\rho_0 + \psi_1^*) \psi_1^*$. Hence, the matrix

$$(\Sigma_0^{-1} - \Sigma_{0}^z)(\Sigma_{0}^z - \Sigma_0^{-1})$$

is of two equal eigenvalues $\frac{1}{\sigma^2} (\rho_0 (\rho_0 - \psi_1^*) + f_1) \delta \delta$. By Lemma 12, we establish $\chi^2 \left(f_{\pi_{\delta,1}}, f_{\pi_{\delta,0}}\right) + 1 = E_{\delta, \delta} \left(1 - \frac{1}{\sigma^2} (\rho_0 (\rho_0 - \psi_1^*) + f_1) \delta \delta\right)^{-n}$. Since the proof of Lemma 7 is similar to that of Lemma 2, we prove Lemma 7 here.

**Proof of Lemma 7.** Let $g_0$ denote the density function of $N(0, \Sigma_{0})$, $g_1$ denote the density function of $N(0, \Sigma_{0}^z)$ and $g_2$ denote the density function of $N(0, \Sigma_0^{-1})$. By plugging into Lemma 11, we have

$$(2.10) \quad \int \frac{g_1 g_2}{g_0} = \left(\det \left(I - (\Sigma_0^{-1} - \Sigma_0^z) (\Sigma_0^{-1} - \Sigma_0^z)\right)\right)^{-\frac{1}{2}}.$$

Note that

$$(\Sigma_0^{-1})^{-1} = \left(\begin{array}{c|c|c}
\frac{1}{\sigma^2} \beta_{S_2}^z & -\frac{1}{\sigma^2} \beta_{S_2}^z \delta \delta & 0_{1 \times p_2} \\
-I_{k^* \times k^*} + \frac{1}{\sigma^2} \beta_{S_2}^z \beta_{S_2}^z & 0_{k^* \times p_2} \\
0_{p_2 \times 1} & 0_{p_2 \times p_2}
\end{array}\right),$$

and

$$(\Sigma_0^z)^{-1} (\Sigma_0^z - \Sigma_0^{-1}) = \left(\begin{array}{c|c|c}
0 & 0_{1 \times k^*} \\
0_{k^* \times 1} & -\frac{1}{\sigma^2} \beta_{S_2}^z \delta \delta \\
\delta & 0_{p_2 \times p_2}
\end{array}\right),$$

Hence, we have

$$(\Sigma_{0}^z)^{-1} (\Sigma_0^z - \Sigma_0^{-1}) (\Sigma_0^{-1} - \Sigma_0^z) = \left(\begin{array}{c|c|c}
\frac{1}{\sigma^2} \delta \delta & 0_{1 \times k^*} & 0_{1 \times p_2} \\
\frac{1}{\sigma^2} \beta_{S_2}^z \delta \delta & 0_{k^* \times k^*} & 0_{k^* \times p_2} \\
0_{p_2 \times 1} & 0_{p_2 \times k^*} & \frac{1}{\sigma^2} \delta \delta
\end{array}\right).$$
The matrix \((\Sigma_{\hat{\theta}})^{-1}(\Sigma_{\hat{\theta}} - \Sigma_{\theta})^2(\Sigma_{\hat{\theta}})^{-1}\) is of two equal eigenvalues 
\(\frac{1}{\sigma} \delta^2 \tilde{\delta} \). By Lemma 12, we establish \(\chi^2(f_{\pi_1}, f_{\pi_0}) + 1 = \mathbb{E}_{\delta, \tilde{\delta}} \left(1 - \frac{\sigma^2}{\sigma^2} \delta^2 \tilde{\delta}\right)^{-n}\). Lemma 3 is shown in the proofs of [4]. We prove it here to be self-contained.

**Proof of Lemma 3.** By the fact that \(\mathbb{P}(J = j) \leq \left(\frac{k}{\rho}\right)^j \left(1 - \frac{k}{\rho}\right)^{k-j} \left(1 - \frac{k}{\rho}\right)^{-k}\) and \(\left(1 - \frac{k}{\rho}\right)^{-k} \leq e^{\frac{k^2}{\rho}}\), we have \(\mathbb{P}(J = j) \leq e^{\frac{k^2}{\rho}} \left(\frac{k}{\rho}\right)^j \left(1 - \frac{k}{\rho}\right)^{k-j}\),

where \(\left(\frac{k}{\rho}\right)^j \left(1 - \frac{k}{\rho}\right)^{k-j}\) is the pdf of binomial distribution with \(\left(\frac{k}{\rho}\right)^j (1 - \frac{k}{\rho})^{k-j}\).

Hence \(\mathbb{E} \exp(tJ) \leq e^\frac{k^2}{\rho} \left(1 - \frac{k}{\rho} + \frac{k}{\rho} \exp(t)\right)^k\).

2.3. **Proof of Lemma 4.** In the following, we prove the three inequalities (7.32), (7.33) and (7.34) in the main paper [3].

**Proof of (7.32).** By Lemma 9, we have

\[
\mathbb{P}_\theta \left(\left\|Xv\right\|_2^2 - 1 \geq 2 \sqrt{\frac{t}{n} + 2 \frac{t}{n}}\right) \leq 2 \exp(-t),
\]

By taking \(t = C_1 \log p\) with \(C_1 = 2.25\) and the inequality

\[
\frac{2}{5} < \sqrt{-\left(1 - 2 \sqrt{\frac{C_1 \log p}{n} - 2 \frac{C_1 \log p}{n}}\right)} \leq \sqrt{\left(1 + 2 \sqrt{\frac{C_1 \log p}{n} + 2 \frac{C_1 \log p}{n}}\right)} < \frac{7}{5},
\]

the union bound leads to \(\mathbb{P}_\theta(G_1^c) \leq 2p^{1-C_1}\). By Lemma 9, we have

\[
\mathbb{P}_\theta \left(\left\|\sigma \alpha\right\|^2 - 1 \geq 2 \sqrt{\frac{t}{n} + 2 \frac{t}{n}}\right) \leq 2 \exp(-t), \quad \mathbb{P}_\theta \left(\left\|\xi \hat{\Sigma} \xi\right\| - 1 \geq 2 \sqrt{\frac{t}{n} + 2 \frac{t}{n}}\right) \leq 2 \exp(-t),
\]

\[
\mathbb{P}_\theta \left(\left\|u^T \hat{\Sigma} u / \xi^T \Omega \xi\right\| - 1 \geq 2 \sqrt{\frac{t}{n} + 2 \frac{t}{n}}\right) \leq 2 \exp(-t).
\]

Taking \(t = \log p\), we have \(\mathbb{P}_\theta(G_2^c) \leq \frac{2}{p}\) and \(\mathbb{P}_\theta(G_3^c) \leq \frac{4}{p}\). By Lemma 10, for \(\left\|v_S\right\|_1 \leq \alpha_0 \left\|v_S\right\|_1\), with probability larger than \(1 - c' \exp(-cn)\), we have

\[
\frac{\left\|Xv\right\|_2}{\sqrt{n} \left\|v\right\|_2} \geq \frac{1}{4 \sqrt{\lambda_{\max}(\Omega)}} - 9 \frac{1}{\sqrt{\lambda_{\min}(\Omega)}} \left(1 + \alpha_0\right) \sqrt{\frac{k \log p}{n}}.
\]

By the definition of \(\kappa(X, k, \alpha_0)\),

\[
\kappa(X, k, \alpha_0) \geq \frac{1}{4 \sqrt{\lambda_{\max}(\Omega)}} - 9 \frac{1}{\sqrt{\lambda_{\min}(\Omega)}} \left(1 + \alpha_0\right) \sqrt{\frac{k \log p}{n}},
\]
with probability larger than $1 - e^c \exp(-cn)$. Since $\|W_i\|_2 = \sqrt{n}$, by the union bound of $p$ standard gaussian random variable, we have

$$\mathbb{P}_{\epsilon|X}\left(\frac{\|W^\top \epsilon\|_\infty}{n} > \sigma \sqrt{\frac{2\delta_0 \log p}{n}} X\right) \leq \frac{1}{2\sqrt{\pi \delta_0 \log p}} p^{1-\delta_0},$$

and

$$\mathbb{P}_\theta(G_5^c) = \mathbb{P}_\theta\left(\frac{\|W^\top \epsilon\|_\infty}{n} > \sigma \sqrt{\frac{2\delta_0 \log p}{n}} \right) \leq \frac{1}{2 \sqrt{\pi \delta_0 \log p}} p^{1-\delta_0}.$$

The union bound will lead to (7.32) in the main paper [3].

The high probability statement (7.33) in the main paper [3] is a generalization of Lemma 6.2 in [6]. Before the proof, we introduce the following definitions. The sub-gaussian norm of a random variable $U$ is defined as

$$\|U\|_{\psi_2} = \sup_{q \geq 1} \frac{1}{\sqrt{q}} \left( \mathbb{E}|U|^q \right)^{\frac{1}{q}},$$

and the sub-gaussian norm of a random vector $U \in \mathbb{R}^p$ is defined as

$$\|U\|_{\psi_2} = \sup_{v \in S^{p-1}} |\langle v, U \rangle|_{\psi_2},$$

where $S^{p-1}$ is the unit sphere in $\mathbb{R}^p$. The sub-exponential norm of a random variable $U$ is defined as

$$\|U\|_{\psi_1} = \sup_{q \geq 1} \frac{1}{q} \left( \mathbb{E}|U|^q \right)^{\frac{1}{q}},$$

and the sub-exponential norm of a random vector $U \in \mathbb{R}^p$ is defined as

$$\|U\|_{\psi_1} = \sup_{v \in S^{p-1}} |\langle v, U \rangle|_{\psi_1}.$$

**Proof of (7.33).** It is sufficient to show that with probability larger than $1 - 2p^{1-c_0 C_0^2}$,

$$\|\xi^\top \Omega \hat{\Sigma} - \xi^\top\|_\infty \leq 2C_0 e\|\xi^\top \Omega\|_2 \|X_i\|_{\psi_2}^2 \sqrt{\frac{\log p}{n}},$$

where $\|X_i\|_{\psi_2} \leq \frac{2}{\sqrt{e}} M_1$. We define $d^T = \xi^\top \Omega \hat{\Sigma} - \xi^\top$ and $d_j = \frac{1}{n} \sum_{i=1}^n (\xi^\top \Omega X_i^\top)(X_{ij}) - \xi_j$. We define that $q_{ij} = (\xi^\top \Omega X_i^\top)(X_{ij})$ and we have the following properties of $q_{ij}$:

1. $\mathbb{E}q_{ij} = \xi_j$ and $q_{ij}$ is sub-exponential random variable with

$$\|q_{ij}\|_{\psi_1} \leq 2\|\xi^\top \Omega\|_2 \|X_i\|_{\psi_2}^2.$$

2. $q_{ij} - v_j$ is sub-exponential random variable with

$$\|q_{ij} - \xi_j\|_{\psi_1} \leq 2\|q_{ij}\|_{\psi_1} \leq 4\|\xi^\top \Omega\|_2 \|X_i\|_{\psi_2}^2,$$

where the first inequality follows from Remark 5.18 in [9] and [6] and the second inequality follows from (2.12).
To show (2.12), we have
\[
\|q_{ij}\|_{\psi_1} = \sup_{p \geq 1} \frac{1}{p} (E|q_{ij}|^p)^{\frac{1}{p}} \leq \sup_{p \geq 1} \frac{1}{p} (E|\xi^T \Omega X_i^T|^2p E|X_{ij}|^2p)^{\frac{1}{2p}}
\]
\[
\leq 2 \sup_{p \geq 1} \frac{1}{\sqrt{2p}} (E|\xi^T \Omega X_i|^2p)^{\frac{1}{2p}} \sup_{p \geq 1} \frac{1}{\sqrt{2p}} (E|X_{ij}|^2p)^{\frac{1}{2p}}
\]
\[
\leq \|\xi^T \Omega\|_2 \sup_{p \geq 1} \frac{1}{\sqrt{2p}} \left( E \left[ \frac{\xi^T \Omega}{\|\xi^T \Omega\|_2} X_i^T \right]^{2p} \right)^{\frac{1}{2p}} \sup_{p \geq 1} \frac{1}{\sqrt{2p}} \left( E|\xi_j^T X_i|^2p \right)^{\frac{1}{2p}} \leq 2 \|\xi^T \Omega\|_2 \|X_i\|_{\psi_2}^2.
\]
By the property of sum of independent centered subexponential random variables ([9] and [6]), we have
\[
(2.13) \quad \mathbb{P}_\theta \left( \frac{1}{n} \sum_{i=1}^n q_{ij} - \xi_j \geq \epsilon \right) \leq 2 \exp \left( -c_0n \min \left( \frac{\epsilon}{K}, \frac{\epsilon^2}{K^2} \right) \right),
\]
where $K = 2\epsilon \|\xi^T \Omega\|_2 \|X_i\|_{\psi_2}$ and $c_0 = \frac{1}{6}$. By taking $\epsilon = 2c_0 \|\xi^T \Omega\|_2 \|X_i\|_{\psi_2} \sqrt{\log p \frac{\log n}{n}} \leq 2\epsilon \|\xi^T \Omega\|_2 \|X_i\|_{\psi_2}^2$, then
\[
\mathbb{P}_\theta \left( \frac{1}{n} \sum_{i=1}^n q_{ij} - \xi_j \geq \epsilon \right) \leq 2 \exp \left( -c_0 \frac{\log p}{n} \right) \cdot (2p)^{1-c_0C_0^2},
\]
which leads to (2.11).

The proof of (7.34) in the main paper [3] relies on the results in [8].

**Proof of (7.34).** We will control the probability $P(S^c \cap G)$. Define $\tau_0 = \frac{1}{1+\epsilon_0} \lambda_0 \max \left\{ 4k\lambda_{0\lambda_0} \frac{\epsilon_0}{\epsilon_0+1} \right\}$ and $D_1 = \left\{ \frac{\|W\|^2}{n} > \sigma^{\alpha^a} \lambda_0 \frac{1}{1+\epsilon_0} \left( 1 - \tau_0 \right) \right\}$. By (2.5), on the event $G_1 \cap G_4$, if $k \leq c_0 \frac{n}{\log p}$, then $\tau \leq \tau_0$, where $\tau$ is defined in (7.31). Hence, on the event $G_1 \cap G_4$, we have $S_1^c = \left\{ \frac{\|W\|^2}{n} > \sigma^{\alpha^a} \lambda_0 \frac{1}{1+\epsilon_0} \left( 1 - \tau_0 \right) \right\} \subset D_1$. If $k \leq c_0 \frac{n}{\log p}$, by the definition of $\tau_0$ and $\epsilon_0 = \frac{2\delta_0}{\epsilon_0+1} + 1$, we have
\[
\lambda_0 \frac{1}{1\log p} \left( 1 - \tau_0 \right) = \frac{2\delta_0 + 2\epsilon_0}{1\log p} \left( 1 - \tau_0 \right) \geq 1. \quad \text{If } \delta_0 \log p > 2 \text{ and } k \leq c_0 \frac{n}{\log p}, \text{ as discussed in inequality (100) in [8], we have}
\]
\[
\mathbb{P}_\theta \left( G_1 \cap G_4 \cap S_1^c \right) \leq P(D_1) = \mathbb{P}_\theta \left( \frac{\|W\|^2}{n} > \lambda_0 \frac{\epsilon_0 - 1}{\epsilon_0+1} \left( 1 - \tau_0 \right) \right)
\]
\[
\leq \mathbb{P}_\theta \left( \frac{\|W\|^2}{n} \sigma^{\alpha^a} \right) \leq \frac{1}{\delta_0 \log p} p^{1-\delta_0}.
\]
In the following, we control $G \cap S_1 \cap S_2$. On the event $G_1 \cap G_4$, if $\sigma > (1+\nu_0)\hat{\sigma}$, we have $\frac{\hat{\sigma}}{\sigma} - 1 < \frac{\epsilon_0}{1+\epsilon_0}$; If $\sigma < (1-\nu_0)\hat{\sigma}$, we have $\frac{\hat{\sigma}}{\sigma} - 1 > \frac{\epsilon_0}{1-\epsilon_0}$, and hence
\[ \frac{\nu_0}{1 + \nu_0} < |\hat{\sigma} - 1|. \] On the event \( \{ \hat{\sigma} - 1 \leq \tau \leq \tau_0 \} \), and hence

\[ |\hat{\sigma} - 1| \leq \left( \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right) \frac{\sigma^{\text{ora}}}{\sigma} + \left| \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right| \leq \tau_0 \left( \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right) + \left| \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right|. \]

By solving the above inequality for \( \left| \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right| \), we have \( \left| \frac{\sigma^{\text{ora}}}{\sigma} - 1 \right| > \frac{\nu_0}{1 + \nu_0} - \tau_0 \), and \( \frac{\nu_0}{1 + \nu_0} - \tau_0 \geq \frac{\nu_0 - \tau_0}{2 (1 + \frac{\nu_0}{2 + 3\nu_0})} = \frac{\nu_0}{2 + 3\nu_0} \), and hence

\[ S^*_2 = \{ \sigma > (1 + \nu_0)\hat{\sigma}, \sigma < (1 - \nu_0)\hat{\sigma} \} \subset D_2 = \left\{ \left| \frac{(\sigma^{\text{ora}})^2}{\sigma^2} - 1 \right| > \frac{\nu_0}{2 + 3\nu_0} \right\}, \]

and

\[ (2.14) \quad \mathbb{P}_\theta (S^*_2 \cap S_1 \cap G) \leq \mathbb{P}_\theta (D_2) \leq 2 \exp \left( - \left( \frac{g_0 + 1 - \sqrt{2g_0 + 1}}{2} \right) n \right), \]

where \( g_0 = \frac{\nu_0}{2 + 3\nu_0} \), and the last inequality follows from the concentration of \( \chi^2 \) distribution. Combining the above inequalities (2.3) and (2.14), we have

\[ (2.15) \quad \mathbb{P}_\theta (S \cap G) = \mathbb{P}_\theta (S_1 \cap G) - \mathbb{P}_\theta (S^*_2 \cap S_1 \cap G) \]

\[ \geq \mathbb{P}_\theta (G) - \frac{1}{\sqrt{\pi \delta_0 \log p}} p^{1 - \delta_0} - 2 \exp \left( - \left( \frac{g_0 + 1 - \sqrt{2g_0 + 1}}{2} \right) n \right). \]

2.4. Proof of Lemma 5. By the normalization (7.28) in the main paper [3], the scaled Lasso algorithm (3.4) in the main paper [3] can be expressed as

\[ (2.16) \quad \{ \hat{d}, \hat{\sigma} \} = \arg \min_{d \in \mathbb{R}^p, \sigma \in \mathbb{R}} \frac{\|y - Wd\|_2^2}{2n\sigma} + \frac{\sigma}{2} + \lambda_0 \sum_{j=1}^p |d_j|. \]

For fixed \( \mu \), we also define \( \hat{d}(\mu) = \arg \min_{d \in \mathbb{R}^p} \frac{\|y - Wd\|_2^2}{2n} + \mu \sum_{j=1}^p |d_j| \). Note that

\[ (2.17) \quad \hat{d} = \hat{d}(\lambda_0\hat{\sigma}) \quad \text{and} \quad \hat{d}_j = \hat{\beta}_j \frac{\|X_j\|_2}{\sqrt{n}} \quad \text{for} \ j \in [p]. \]

The proof of Lemma 5 depends on the following lemmas. The first two lemmas are Proposition 1 and Proposition 2 in an arXiv version of [8].
Lemma 14. For any $\epsilon_0 > 1$, on the event $\left\{ \frac{\|W\|_\infty}{n} \leq \mu \frac{\epsilon_0 - 1}{\epsilon_0 + 1} \right\}$, we have

$$\|d(T) - d\|_1 \leq (2 + 2\epsilon_0) \max \left\{ \frac{\|d_T\|_1}{\text{CIF}_1(2\epsilon_0 + 1, T, W)}, \|d\|_1 \right\},$$

where $T$ is defined in (7.31).

Lemma 15. Let $\{\hat{d}, \hat{\sigma}\}$ be the solution of the scaled Lasso (2.16). For any $\epsilon_0 > 1$, on the event $S_1 = \left\{ \frac{\|W\|_\infty}{n} \leq \sigma \text{ora} \lambda_0 \frac{\epsilon_0 - 1}{\epsilon_0 + 1} (1 - \tau) \right\}$, we have

$$\left| \frac{\hat{\sigma}}{\sigma \text{ora}} - 1 \right| \leq \tau,$$

where $\tau$ is defined in (7.31).

By Lemma 15, on the event $S_1 = \left\{ \frac{\|W\|_\infty}{n} \leq \lambda_0 \frac{\epsilon_0 - 1}{\epsilon_0 + 1} (1 - \tau) \right\}$, we have

$$\|d(T) - d\|_1 \leq (2 + 2\epsilon_0) \max \left\{ \frac{\|d_T\|_1}{\text{CIF}_1(2\epsilon_0 + 1, T, W)}, \frac{\|d\|_1}{\|d\|_2} \right\}.$$

By the definition of the index set $T$, the event $G_4$ and $\|\beta\|_0 \leq k$,

$$\|\hat{\beta} - \beta\|_1 \leq (2 + 2\epsilon_0) \frac{\sqrt{n}}{\min \|X_j\|_2} \max \left\{ k\lambda_0 \frac{\sigma \text{ora}}{\text{CIF}_1(2\epsilon_0 + 1, T, W)}, \frac{\|\beta\|_2}{\|X\|_2} \right\}.$$

By replacing $\text{CIF}_1(1 + 2\epsilon_0, T, W)$ with its lower bound in (2.3), we establish (7.35) in the main paper [3].

2.5. Proof of Lemma 6. By (2.11), on the event $B_1$, we choose $\lambda_n = 4C_0 M^2 \|\xi\|_2 \sqrt{\frac{\log p}{n}}$ and $\xi^T \Omega$ belongs to the feasible set of (3.5) in the main paper [3]. Hence, $\hat{u}^T \hat{\Sigma} u \leq u^T \hat{\Sigma} u = \frac{1}{n} \|Xu\|_2^2$, where $Xu \in \mathbb{R}^n$ follows i.i.d Gaussian with variance $u^T \Sigma u = \xi^T \Omega \xi$. On the event $G_3$, we have

$$u^T \hat{\Sigma} u \leq \xi^T \Omega \xi \left( 1 + 2 \sqrt{\frac{\log p}{n} + 2 \frac{\log p}{n}} \right) \leq \frac{49}{25} M_1 \|\xi\|_2^2.$$

By replacing $\text{CIF}_1(1 + 2\epsilon_0, T, W)$ with its lower bound in (2.3), we establish (7.35) in the main paper [3].
On the event \( G \cap S \), \( C_2(X, k) k \sqrt{\frac{\log p}{n}} \tilde{\sigma} \leq C_1(M_1) k \sqrt{\frac{\log p}{n}} \sigma \). where \( C_1(M_1) = 2500 \sqrt{M_1} \max \left\{ 1.25, \frac{2}{\sqrt{M_1}} \right\} \). Hence, on the event \( G \cap S \cap B_1 \), we have

\[
C_1(X, k) k \sqrt{\frac{\log p}{n}} \tilde{\sigma} \leq 4C_0 M_1^2 C_1(M_1) k \sqrt{\frac{\log p}{n}} \sigma \text{ and } 1.01 \sqrt{\frac{1}{n} \sum_{s=1}^n \delta_s} \leq \frac{8}{5} \sqrt{M_1} \|\xi\|_2 z_{\alpha/2} \sigma.
\]

There exists a large positive integer \( p_0 \) such that if \( p \geq p_0 \),

\[
\log p \geq 1.01 \max \left\{ 4C_0 M_1^2 C_1(M_1), \frac{8}{5} \sqrt{M_1} z_{\alpha/2}, C_1(M_1) \right\}.
\]

For \( p \geq p_0 \), we establish the inequalities (7.38) and (7.37) in the main paper [3].

2.6. Proof of Lemma 8. The control of probability of \( \tilde{G}_1, \tilde{G}_2, \tilde{G}_3 \) and \( \tilde{G}_4 \) follows from the similar argument of Lemma 2.3. In the following, we will control \( \mathbb{P}_\theta(\tilde{G}_5) \). We have the decomposition \( \xi^\top \left( I - \tilde{\Sigma}^{(2)} \right) \left( \tilde{\beta} - \beta \right) = \frac{1}{n^2} \sum_{j=1}^n \delta_j \) with \( \delta_j = \xi^\top \left( I - (X_j^{(2)})^\top X_j^{(2)} \right) \left( \tilde{\beta} - \beta \right) \). Similarly to the proof of (7.33), we can show that \( \mathbb{E} \delta_j = 0 \) and \( \delta_j \) is sub-exponential random variable with \( \|\delta_j\|_{\psi_1} \leq 4 \|\xi\|_2 \|\tilde{\beta} - \beta\|_2 X_j^{(2)} \|_{\psi_2}^2 \leq \frac{8}{5} \|\xi\|_2 \|\tilde{\beta} - \beta\|_2 M_1 \). By the property of sum of independent centered subexponential random variables ([9] and [6]), we have

\[
\mathbb{P}_\theta \left( \frac{1}{n} \left| \sum_{i=1}^n \delta_j \right| \geq \epsilon \right) \leq 2 \exp \left( -c_0 n \min \left( \frac{\epsilon}{K}, \frac{\epsilon^2}{K^2} \right) \right),
\]

where \( K = 8 \|\xi\|_2 \|\tilde{\beta} - \beta\|_2 M_1 \) and \( c_0 = \frac{1}{6} \). By taking \( \epsilon = 8 \sqrt{\frac{6 \log \frac{2}{(1-\gamma_0)\alpha}}{\|\xi\|_2}} \|\tilde{\beta} - \beta\|_2 \left( \frac{1}{\sqrt{n}} M_1 \right) \leq K, \) we have (1.16).
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