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Sequential Monte Carlo is a useful simulation-based method for online filtering of state-space models. For certain complex state-space models, a single proposal distribution is usually not satisfactory and using multiple proposal distributions is a general approach to address various aspects of the filtering problem. This article proposes an efficient method of using multiple proposals in combination with control variates. The likelihood approach of Tan (2004) is used in both resampling and estimation. The new algorithm is shown to be asymptotically more efficient than the direct use of multiple proposals and control variates. The guidance for selecting multiple proposals and control variates is also given. Numerical examples are used to demonstrate that the new algorithm can significantly improve over the bootstrap filter and auxiliary particle filter.
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1. INTRODUCTION

Since the introduction of particle filtering in Gordon, Salmond, and Smith (1993), simulation-based methods for online filtering of dynamic systems have been widely used in various fields, including target tracking (Chen and Liu 2000), signal processing (Wang, Chen, and Guo 2002), estimation of economics models (Shephard 2005), and counting contingency tables (Chen et al. 2005). In a dynamic system, there usually exist some unobservable state $x_n$ and observable output $y_n$ at time $n$. Online filtering aims to make inference on a target function $h(x_n)$ conditional on the entire observation history $y_1, \ldots, y_n$. At every $n$, the simulation-based methods generate a set of properly weighted Monte Carlo sample, called particles, to approximate the target distribution $\pi(x_n | y_1, \ldots, y_n)$. Various efforts have been devoted to improve the basic particle filtering method, including improving the sampling mechanism (Doucet, Briers, and Sénécal 2006), increasing the diversity of samples (Gilks and Berzuini 2001), and adaptively choosing the resampling schedule (Liu and Chen 1995). Sequential Monte Carlo (SMC) is a unified framework including most of these techniques, proposed by Doucet, Godsill, and Andrieu (2000) and Liu and Chen (1998). Reviews of SMC can be found in Doucet and Johansen (2009), Cappé, Godsill, and Moulines (2007) and Chen (2005). The SMC framework is marked by the central role of sequential importance sampling with resampling, where sequential importance sampling generates new weighted particles at each time point from the proposal distributions based on existed particles, and resampling mitigates the particle degeneracy, that is, the sample weights of a few particle dominate the others. A Markovian state-space model has the form of

$$
\begin{align*}
x_n &= s_1(x_{n-1}, \varepsilon_n) \\
y_n &= s_2(x_n, \varepsilon_n),
\end{align*}
$$

where $\varepsilon_n$ and $\varepsilon_n$ are random noises. The model is characterized by the state equation which defines a Markovian process with transition density $p(x_n | x_{n-1})$, and the observation equation where $y_n$ only depends on the current state through density $p(y_n | x_n)$. This article considers the online filtering problem for (1).

The design of proposal distributions is essential to the SMC methods. The bootstrap filter (BF) of Gordon, Salmond, and Smith (1993) uses $p(x_n | x_{n-1})$, with its limitation that the sampling mechanism does not use the information in the observations $y_n$. Nevertheless, it is popular due to its simplicity and computational efficiency. The independent particle filter of Lin et al. (2005) uses $p(x_n | y_n)$, using only the observation, with some additional benefits. Using $p(x_n | x_{n-1}, y_n)$ as the proposal distribution is known to be optimal in the sense that the variance of particle weights conditional on $x_{n-1}$ is 0 (Liu and Chen 1998; Pitt and Shephard 1999; Doucet, Godsill, and Andrieu 2000). Intuitively, it includes the full information of both state and observation equations. In practice, approximations of $p(x_n | x_{n-1}, y_n)$ are usually used. See Doucet, Godsill, and Andrieu (2000), Guo, Wang, and Chen (2005), Saha et al. (2009) and Pitt and Shephard (1999) for examples.

There are several limitations with the proposal distributions mentioned previously. First, the approximation to $p(x_n | x_{n-1}, y_n)$ may not give bounded variance for particle weights since the local approximation does not necessarily provide control on the tails of the proposal density. Second, the above approaches usually construct unimodal densities which are inefficient for multimodal target densities. Finally, although $p(x_n | x_{n-1}, y_n)$ includes both the information of the state and observation equations, it does not consider the target function $h(x_n)$ of the inference problem at hand. It may not be efficient in certain cases including estimating the probability of rare event.

Although there have been some discussions of the last issue under specific cases such as estimating the tail probability (Chan and Lai 2011; Cérou et al. 2012), there is no general guideline to deal with general target functions. For the first two issues mentioned previously, a general remedy is to consider a mixture...
of multiple proposal distributions which may include proposals designed for controlling tails or concentrating on multiple modes. The usage of multiple proposals in importance sampling, which is essentially a single step of SMC, has been well discussed in the literature, including Hesterberg (1995), Owen and Zhou (2000), Oh and Berger (1993), Veach and Guibas (1995), Tan (2004), and Li, Tan, and Chen (2013). Combining multiple proposals with appropriate control variates can significantly increase efficiency and decrease contamination caused by mixing poor proposal distributions with good ones. Particularly, the likelihood estimator in Tan (2004) is shown to be optimal in a general class of estimators with multiple proposals. In SMC framework, the usage of multiple proposals and control variates only receives limited discussions for specific cases. Elinas, Sim, and Little (2006) and Fox et al. (2001) applied mixture proposal distribution in a Monte Carlo approach to a robot localization problem by combining information from camera/laser observations and a motion model. Singh et al. (2004) and Singh et al. (2007) considered control variates with target function \( h(x_n) \) in a particle filter for target tracking sensor management.

In this article, we propose a novel algorithm under the SMC framework to tackle the three issues mentioned previously. Specifically, we use particles generated from a mixture proposal distribution with importance weights constructed by Tan’s (2004) likelihood approach for both resampling and estimation in SMC. Under this new approach, a bounded variance is guaranteed by including proposals with heavier tails than the target distribution, and multimodality can be handled by including proposals to target each mode separately. The third issue can be dealt with by considering the target function in the construction of control variates and proposal distributions. A guideline for selecting component proposals and control variates are given for general target functions. The theoretical framework of the algorithm is constructed, and the asymptotic results show that the new algorithm is more efficient than a naive implementation of multiple proposals and control variates in SMC, and can be expected to increase efficiency significantly over standard SMC methods. Its effectiveness is illustrated through numerical studies on an AR(1) model observed with noise, serving as a benchmark model since all sequential distributions are analytically available, and on a stochastic volatility model with AR(1) dynamics which is widely used in economics and finance.

This article is organized as follows. Section 2 provides some overview of related methods of importance sampling with multiple proposals and some related SMC methods. In Section 3, the new algorithm is presented with some theoretical results. Guidance to several implementation issues are also provided. In Section 4, the new algorithm is demonstrated with several numerical examples.

2. OVERVIEW OF RELATED BACKGROUND

2.1 Basic SMC Method

For the state-space model (1), at time \( n \), denote the random vector \((x_1, \ldots, x_n)\) by \( x_{1:n} \) and observations \((y_1, \ldots, y_n)\) by \( y_{1:n} \). To estimate the target function \( h(x_{1:n}) \), the optimal solution in the sense of Bayesian inference, where prior of \( x_{1:n} \) is given by the state equation, is the posterior mean

\[
\mu_n \equiv E \left[ h(x_{1:n}) \right] = \int h(x_{1:n}) \pi_n^*(x_{0:n}) \, dx_{0:n},
\]

where \( x_0 \) is the initial state of system and \( \pi_n^*(x_{0:n}) \) is the posterior density of \( x_{0:n} \) given \( y_{1:k} \). By the posterior formula,

\[
\pi_n^*(x_{0:n}) \propto \pi_n(x_0) \prod_{i=1}^n p(x_i | x_{i-1}) p(y_i | x_i),
\]

with normalizing constant \( c_n \). Since \( n \) is usually large, standard importance sampling suffers from highly skew sample weights. For the introduction of importance sampling, see Robert and Casella (2004) and Liu (2008) and many other references. By combining the sequential importance sampling (SIS) and resampling algorithms, the high-dimensional problem can be mitigated:

Basic SMC Method:

At time \( n \), assume weighted particles \( \{ (x_{0:n}^{(j)}, \tilde{w}_{n}^{(j)}) \}_{j=1}^N \) are available. For \( j = 1, \ldots, N \),

1. Propagation (Mutation): Generate \( x_{n}^{(j)} \) from the proposal distribution \( q(x_n | x_{n-1}) \) and let \( x_{0:n}^{(j)} = (x_0, \ldots, x_{n-1}, x_{n}^{(j)}) \).
2. Weighting (Correction): Assign \( \tilde{w}_{n}^{(j)} \) with weight

\[
\tilde{w}_{n}^{(j)} = \frac{\tilde{w}_{n-1}^{(j)} p(y_{n}^{(j)} | x_{n}^{(j)})}{q(x_{n}^{(j)} | x_{n-1}^{(j)})}.
\]

3. Resampling (Selection): If the condition for resampling is satisfied, resample \( \{ x_{0:n}^{(j)} \}_{j=1}^N \) according to \( \{ \tilde{w}_{n}^{(j)} \}_{j=1}^N \) to obtain new weighted particles \( \{ (x_{0:n}^{(j)}, \tilde{w}_{n}^{(j)}) \}_{j=1}^N \) where \( \tilde{w}_{n}^{(j)} = 1/N \); If the condition for resampling is not satisfied, let \( \tilde{w}_{n}^{(j)} = (x_{0:n}^{(j)}, \tilde{w}_{n}^{(j)}) \).

After the weighting step, \( \mu_n \) can be estimated by

\[
\tilde{\mu}_{n, basic} = \frac{\sum_{j=1}^N h(x_{1:n}^{(j)}, \tilde{w}_{n}^{(j)})}{\sum_{j=1}^N \tilde{w}_{n}^{(j)}}.
\]

The SIS algorithm, containing the propagation and weighting steps, divides the sampling into sequential steps, which can be seen from the following equation

\[
\frac{\pi_n(x_{0:n})}{q(x_{0:n})} = \frac{\pi_{n-1}(x_{0:n-1})}{q(x_{0:n-1})} \frac{\pi_n(x_{0:n})}{\pi_{n-1}(x_{0:n-1})},
\]

where \( q(x_{0:n}) = \pi_0(x_0) \prod_{i=1}^n q(x_i | x_{i-1}) \) and \( \pi_n(x_{0:n})/\pi_{n-1}(x_{0:n-1}) = p(x_n | x_{n-1}) p(y_n | x_n) \). This sequential implementation is appropriate for online analysis. The resampling step performs resampling to drop the samples with small weights and duplicate the samples with large weights, hence mitigating the particle degeneracy. The schedule of performing resampling can be either fixed or adaptive according to certain quality indicator of the particles (Liu 2008).

For the choice of the proposal density \( q(x_n | x_{n-1}) \), \( p(x_n | x_{n-1}) \) is often used but \( p(x_n | y_n, x_{n-1}) \propto p(x_n | x_{n-1}) p(y_n | x_n) \) is considered optimal. When using the prior \( p(x_n | y_{n-1}) \), observations are only used in the calculation of the importance weights.
\(\{w_n^{(i)}\}_{i=1}^N\) not in the propagation step. When observations have outliers or are very informative (with small variance), the number of particles after propagation in the high posterior likelihood area will be small, leading to particle degeneracy and therefore poor algorithm performance (Cappé, Godsill, and Moulines 2007). When \(p(x_n|y_n, x_{n-1})\) is analytically unavailable, often due to nonlinearity in the system, its approximation by linearizing \(\log(p(x_n|x_{n-1}))\) or \(\log(p(y_n|x_n))\) can be used instead.

As a preliminary for the theoretical analysis of the new algorithm, we consider the central limit theorem (CLT) of \(\bar{\mu}_{n,basic}\) in Douc and Moulines (2008) here. Suppose multinomial resampling is performed at every step. Let \(\Theta_n\) be the domain of \(x_{0:n}\) and \(L^1(\pi_n) = \{h: \int |h(x_{0:n})|\pi_n(x_{0:n})dx_{0:n} < \infty\}\). A set \(C\) of real function is said to be proper if: (1) \(C\) is a linear space; (2) if \(g \in C\) and \(f\) is measurable, \(|f| < |g|\) implies that \(f \in C\); (3) For all \(c\), the constant function \(f \equiv c\) belongs to \(C\). Assume that:

(C1) For some proper set \(A_0\), the following convergence hold:

\[
\frac{1}{n} \sum_{j=1}^N h(x_n^{(j)}) \xrightarrow{\text{p}} \int h(x_0)\pi_0(x_0)dx_0, \forall h \in L^1(\pi_0),
\]

\[
\sqrt{N} \left[ \frac{1}{n} \sum_{j=1}^N h(x_n^{(j)}) - \int h(x_0)\pi_0(x_0)dx_0 \right] \xrightarrow{\text{d}} \mathcal{N}(0, \sigma_0(h)), \forall h \in A_0.
\]

With a proper set \(A_0\), define

\[
A_n = \left\{ h: \Theta_n \to \mathbb{R} | \mathbb{E}|x_n|^{2} < \infty, E_q \left[ \frac{\pi_n^*}{\pi_{n-1}^*} h|X_{n-1}| \right] \in W_{n-1} \right\},
\]

and \(W_n = \left\{ h: \Theta_n \to \mathbb{R} | \mathbb{E}|x_n|^{2} < \infty, E_q \left[ \frac{\pi_n^*}{\pi_{n-1}^*} h|X_{n-1}| \right] \in W_{n-1} \right\},\)

where \(W_0 = L^1(\pi_0).\)

(C2) The unit function \(I_n: \Theta_n \to 1\) belongs to \(A_n\).

**Theorem 1** (Douc and Moulines 2008). Let \(V_{2,0}(h) = \text{var}_n(h)\) by induction, for \(n > 0\), define

\[
V_{1,n}(h) = V_{2,n-1} \left( E_q \left[ h_n(x_{0:n}) \right] \right) + E_{\pi_{n-1}^*} \left( \text{var}_q \left[ h_n(x_{0:n}) \right] \right),
\]

where \(h_n(x_{0:n}) = \frac{\pi_n^*(x_{0:n})h(x_{1:n})}{\pi_{n-1}^*(x_{0:n})q(x_n|x_{0:n-1})},\)

\[
V_{2,n}(h) = V_{1,n}(h) + \text{var}_n \left( h_n(x_{1:n}) \right).
\]

Suppose conditions (C1) and (C2) are satisfied. Then for any \(n, A_n\) and \(W_n\) are proper, and the following convergence results hold:

\[
\frac{1}{N} \sum_{j=1}^N h(x_n^{(j)})w_n^{(j)} \xrightarrow{\text{p}} \mu_n, \forall h \in L^1(\pi_n),
\]

\[
\sqrt{N} \left[ \frac{1}{N} \sum_{j=1}^N h(x_n^{(j)})w_n^{(j)} - \mu_n \right] \xrightarrow{\text{d}} \mathcal{N}(0, V_{1,n}(h)), \forall h \in A_n.
\]

Specifically,

\[
V_{1,n}(h) = \int \frac{\pi_n^*(x_{1:n})}{\pi_0(x_0)q(x_1|x_0)} \left( \mu_1(x_{0:1}) - \mu_n \right)^2 dx_{0:1}
\]

\[
+ \sum_{i=2}^n \frac{\pi_n^*(x_{1:n})}{\pi_{i-1}^*(x_{0:i-1})q(x_i|x_{0:i-1})} \left( \mu_i(x_{0:i}) - \mu_n \right)^2 dx_{0:i},
\]

where \(\mu_i(x_{0:i}) = \int h(x_{1:i})\pi_n^*(x_{1:i+1}|x_{0:i})dx_{1:i+1}\) and \(\pi_n^*(x_{1:n})\) is the marginal density of \(\pi_n^*(x_{1:n}).\)

Condition (C1) initializes the asymptotic results. The definition of proper sets \(\{A_n\}\) assures that, for \(h \in A_n\), under each of the sequential distributions \(\{\pi_n^*\}\) and \(\{\pi_{n-1}^*\}\), the first two moments of \(h(x_{1:n})\) and \(\pi_n^*h(x_{1:n})/\pi_{n-1}^*q\) exist, which is required for the law of large number and asymptotic normality of a triangular array conditional on \(\{x_{0:n-1}\}_n=1\). Condition (C2) are required for \(A_n\) to be proper. One useful interpretation of (3) is that each term can be interpreted as an importance sampling variance where the target integral is \(\int \mu_i(x_{0:i})\pi_n^*(x_{0:i}|x_{0:i})dx_{0:i}\) and the importance distribution is \(\pi_{n-1}^*(x_{0:n-1})q(x_i|x_{0:i-1})\) (Johansen and Doucet 2008). This interpretation allows us to consider the techniques of improving importance sampling in the design of SMC.

### 2.2 Importance Sampling With Multiple Proposals and Control Variates

Consider estimating integral \(\mu = \int h(x)\pi^*(x)dx\), where \(h(x)\) is a real function and the probability density \(\pi^*(x)\) can only be evaluated up to a normalizing constant by \(\pi(x) \propto \pi^*(x)\), and the importance proposal is \(q(x)\). It is well known that a good \(q(x)\) needs to satisfy two requirements: one is that the tail of \(q(x)\) should be heavier than the tail of \(\pi(x)\), so that the estimation variance is bounded, and the other is the shapes of \(q(x)\) and \(\pi(x)\) should be close. Using a mixture of multiple proposals has been shown to be helpful for satisfying these requirements (Hesterberg 1995). In addition, it is more efficient and safer to combine it with appropriate control variates (Owen and Zhou 2000; Tan 2004). Given a mixture of \(p\) proposal densities and a proportions vector \(\alpha = (\alpha_1, \ldots, \alpha_p)\) to form the mixture proposal density \(q_\alpha(x)\), stratified observations \(\{x_n\}_{n=1}^N\) are taken from the \(p\)-th proposal \(q_\alpha(x)\) where \(n_k = n_{\alpha_k}\). With control variates \(\mathbf{g}(x) / q_\alpha(x)\), where \(\mathbf{g}(x) = (g_1(x) - q_1(x), \ldots, g_p(x) - q_1(x))^T\), a natural extension of Owen and Zhou (2000)’s regression approach to estimate \(\mu\) is

\[
\hat{\mu}_{\text{reg}} = \frac{1}{L} \sum_{l=1}^L \sum_{k=1}^p \left[ \frac{h(x_k)\pi(x_k) - \hat{\beta}_1 \mathbf{g}(x_k)}{q_\alpha(x_k)} \right] / q_\alpha(x_k),
\]

where \(\hat{\beta}_1 = \overline{\text{var}} \left[ \mathbf{g}(X) / q_\alpha(X) \right]^{-1} \text{cov}^T \left[ h(X)\pi(X) / q_\alpha(X), \mathbf{g}(X) / q_\alpha(X) \right],\]

and \(\overline{\text{var}}\) and \(\text{cov}\) denote the pooled-sample variance and covariance.

Another estimator combining multiple proposals and control variates is proposed by Tan (2004) based on the perspective of Kong et al. (2003). In Kong et al. (2003), Monte Carlo integration was treated as a statistical inference problem where the Monte Carlo sample serves as observations and the under-
lying measure in target integral, usually Lebesgue or counting measure, is treated as an unknown nonnegative measure $\nu$ and modeled semiparametrically. Then by nonparametric maximum likelihood, $\nu$ is estimated by a discrete measure with the Monte Carlo sample as its support, and the target integral is estimated by an integration over this discrete measure. With multiple proposals, Tan (2004) proposed to restrict the measure $\nu$ to the set $\{\nu: \int q_k(x)dx = \int f_j(x)dv, k = 1, \ldots, p\}$. The nonparametric MLE of $\nu$ under such a restriction is

$$
\hat{\nu} \propto \frac{\widehat{P}((x))}{\nu_\alpha(x) + \sum_{k=1}^p g(x)\xi^T g(x)},
$$

where $\xi = \text{argmax}_{\xi} \sum_{k=1}^p n_k \sum_{i=1}^{n_k} \log \left[ q_\nu(x_{ki}) + \xi^T g(x_{ki}) \right].$

Replacing the underlying measure of $\mu$ by $\hat{\nu}$ gives an extension of Tan (2004)'s MLE approach to estimate $\mu$ as following:

$$
\hat{\mu}_{\text{MLE}} = \frac{1}{n} \sum_{k=1}^p \sum_{i=1}^{n_k} h(x_{ki})\pi(x_{ki})/ \left[ \nu_\alpha(x_{ki}) + \sum_{k=1}^p g(x_{ki})\xi^T g(x_{ki}) \right].
$$

An interesting interpretation is that, by the construction of $g$, the function $\nu_\alpha + \xi^T g$ is a weighted average of $q_1, \ldots, q_p$, with the weight of $q_k$ equal to $\xi_k - \xi_{k-1}$ for $k \geq 2$ and that of $q_1$ equal to $\xi_1 - \xi_2 - \cdots - \xi_{p-1}$. It is shown that the MLE approach is optimal in a broad class of estimators with multiple proposals, and it is asymptotically equivalent to the regression approach in the first order, that is, they have the same asymptotic variance. For more discussion, see Li, Tan, and Chen (2013).

### 2.3 Generalized SMC With Mixture Proposal, Control Variates, and Auxiliary Function

Since SMC is a sequential implementation of importance sampling, it is natural to include multiple proposals and control variance in it. For example, a strategy is to use one proposal using the state equation and the other using the most recent observation (Thrun et al. 2001; Elnas, Sim, and Little 2006). For the basic SMC method, one is introduced to control variates $S(x_{1:n})$ satisfying $\int S(x_{1:n})\pi_\alpha^*(x_{0:n})dx_{0:n} = 0$ and replace the target function $h(x_{1:n})$ in $\mu_{\text{basic}}$ with $h(x_{1:n}) + \hat{\psi}_n^T S(x_{1:n})$ where $\hat{\psi}_n$ is the estimated optimal coefficients (Singh et al. 2004). In this setting, the estimator is still asymptotically unbiased.

It is well known that in the selection (resampling) step, the resampling probability does not need to be proportional to the importance weight $w^{(j)}_n$ (Liu and Chen 1998; Carpenter, Clifford, and Fearnhead 1999; Pitt and Shephard 1999; Zhang et al. 2004; Lin, Chen, and Mykland 2010). Other resampling probability can be used to achieve various objectives. The popular auxiliary particle filter (APF) of Pitt and Shephard (1999) and Carpenter, Clifford, and Fearnhead (1999) use future observation $y_{n+1}$ in the resampling. Specifically, since $\pi_{n+1}(x_{0:n})/\pi_\nu(x_{0:n})$ does not depend on $x_{n+1}$, by resampling according to $\{w_n^{(j)}, \pi_{n+1}(x_{0:n})/\pi_\nu(x_{0:n})\}$ instead of $\{w_n^{(j)}\}$ in the resampling step, the selected $\{x_n^{(j)}\}$ are more likely to reside in the high likelihood area of $\pi_{n+1}(x_{0:n})$. The analytical form of $\pi_{n+1}(x_{0:n})/\pi_\nu(x_{0:n})$ is usually unavailable in practice and some approximation $\eta(x_{0:n})$, named auxiliary function, is used instead. Douc, Moulines, and Olsson (2009) discussed several implementations of APF and derived the asymptotic properties of APF, based on which the optimal form of $\eta(x_{0:n})$ was given.

Combining these techniques, with $\nu(x_{0:n})$ being the auxiliary function, $S(x_{0:n})$ being the control variates, and $q_\nu(x_n|x_{1:n-1})$ being the mixture proposal density where $q_\nu(x_n|x_{1:n-1}) = \sum_{k=1}^p \alpha_k q_k(x_n|x_{1:n-1})$ given $p$ proposal densities $q_k(x_n|x_{1:n-1})$ and mixture proportion vector $\alpha$ at every time $n$, we have a more general SMC algorithm as follows:

### Generalized SMC Method:

At time $n$, assume weighted samples $\{(\hat{\gamma}_n^{(j)}, \tilde{w}^{(j)}_n)\}_{j=1}^N$ are available. If $j = 1, \ldots, N$,

1. **Propagation (Mutation):** Generate $x_n^{(j)}$ from the proposal distribution $q_\nu(x_n|x_{1:n-1})$ and let $x_{n-1} = (\hat{\gamma}_n^{(j)}, x_n^{(j)}).

2. **Weighting (Correction):** Assign $x_n^{(j)}$ with weight

$$
\tilde{w}^{(j)}_n = \frac{p(x_n^{(j)}, \hat{\gamma}_n^{(j)})}{q_\nu(x_n^{(j)}, \hat{\gamma}_n^{(j)})}.
$$

3. **Resampling:** If the condition for resampling is satisfied, resample $\{x_{0:n}^{(j)}\}_{j=1}^N$ according to $p(y_n|x_n^{(j)})$ to obtain new weighted particles $\{(\hat{\gamma}_n^{(j)}, \tilde{w}^{(j)}_n)\}_{j=1}^N$ where $\tilde{w}^{(j)}_n = 1/p(y_n|x_n^{(j)})$ if the condition for resampling is not satisfied, let $(\hat{\gamma}_n^{(j)}, \tilde{w}^{(j)}_n) = (x_n^{(j)}, \tilde{w}^{(j)}_n).

Estimation is often made after the weighting step, but before the resampling step, where $\mu_n$ can be estimated by

$$
\hat{\mu}_n = \frac{\sum_{j=1}^N h(x_n^{(j)}) + \hat{\psi}_n^T S(x_{0:n})}{\sum_{j=1}^N \tilde{w}^{(j)}_n}.
$$

At the propagation step, particles can be generated in stratification to increase both computation and estimation efficiency.

The above generalized SMC method is more flexible and expected to perform better than the basic SMC, but there are several key implementation issues regarding the additional elements. First, it is necessary for the proposal densities to have heavier tails than $p(x_n|x_{n-1})p(y_n|x_n)$ so that sample weight $\tilde{w}^{(j)}_n$ has a bounded variance. But it is difficult to obtain an accurate approximation of $p(x_n|y_n, x_{n-1})$ with heavier tails, except in some special cases such as a log-concave $p(x_n|x_{n-1})p(y_n|x_n)$ approximated by a first-order Taylor expansion. Second, there is no general guidance on how to select appropriate control variates. The requirement $\int S(x_{1:n})\pi_\alpha^*(x_{0:n})dx_{0:n} = 0$ in Singh et al. (2004) is difficult to satisfy due to high dimension of $S$. Third, the optimal auxiliary function given in Douc, Moulines, and Olsson (2009) is often not available; hence, a carefully constructed approximation is essential in the implementation.

In the next section, we propose a new algorithm that provides a unified strategy to design the proposals, control variates, and the auxiliary function, based on a novel theoretical understanding of the control variates.
3. LIKELIHOOD-BASED MIXTURE SMC

3.1 The New Algorithm

Given $p$ proposal densities $q_1(x_n|y_{1:n-1}), \ldots, q_p(x_n|y_{1:n-1})$ and an auxiliary function $\eta(x_{0:n})$ for every $n$. For $t_0 < n$, let $q_k(x_{t_0+1:n}|x_{t_0}) = \prod_{n=t_0+1}^n q_k(x_n|y_{1:n-1})$ for $k = 1, \ldots, p$. $g(x_{t_0+1:n}|x_{t_0}) = \sum_{k=1}^p \alpha_k q_k(x_{t_0+1:n}|x_{t_0})$ and $q_{\alpha}(x_{t_0+1:n}|x_{t_0}) = \sum_{k=1}^p \alpha_k g(x_{t_0+1:n}|x_{t_0})$ with mixture proportion vector $\alpha = (\alpha_1, \ldots, \alpha_p)$. The following algorithm is proposed to use multiple proposals and control variates in the SMC framework:

**Likelihood-Based Mixture SMC (LM-SMC):**

At time $n$, assume particles $\{\tilde{x}_{n|0:n-1}^j\}^{N}_{j=1}$ and indicator sets $I_1, \ldots, I_p$ are available where $\cup_{j=1}^p I_j = \{1, \ldots, N\}$. Let $n_0$ be the time of last resampling. For $j \in I_k$,

1. **Propagation (Mutation):** Generate $x_{n|0:n-1}^j$ from the proposal $q_k(x_n|y_{1:n-1})$ and let $x_{0|0:n-1}^j = (x_{n|0:n-1}^j, x_{n|n_0})$.

2. **Weighting (Correction):** Assign $x_{n|0:n-1}^j$ with weight

$$v_n^j = \pi_n(x_{n|0:n-1}^j) \left[ v_{n-1}^j \right] \left[ \tilde{f}_n^{1:j} \left( x_{n|0:n-1}^j \right) + \tilde{g}_n \left( x_{n|0:n-1}^j \right) \right]$$

where $\tilde{g}_n = \arg\max_{\tilde{x}_n} \sum_{j=1}^N \left[ v_j \left( x_{n|0:n-1}^j \right) + \tilde{g}_n \left( x_{n|0:n-1}^j \right) \right]$.

3. **Resampling (Selection):** If the condition for resampling is satisfied, resample $\{x_{n|0:n-1}^j\}^{N}_{j=1}$ according to $\pi_n(x_{n|0:n-1}) v_n^j$ to obtain new particles $\{\tilde{x}_{n|0:n}^j\}^{N}_{j=1}$ with each weight $1/N$, and divide $\{1, \ldots, N\}$ into equal-sized subsets $I_1, \ldots, I_p$ such that each $x_{n|0:n}^j$ satisfies $#I_k = \alpha_k N$; if resampling is not needed, let $x_{n|0:n}^j = x_{n|0:n}^j$.

After the weighting step, estimate $\mu_n$ by

$$\tilde{\mu}_{n,\text{MLE}} = \frac{\sum_{j=1}^N \left[ h(t_n) x_{n|0:n}^j \right] v_n^j}{\sum_{j=1}^N v_n^j}$$

**Remark 1.** One of the novelties of this algorithm is that the control variates are included in both resampling and estimation. An alternative implementation is, in the generalized SMC method, to estimate $\mu_n$ by the Owen and Zou's estimator $\tilde{\mu}_{\text{Reg}}$ in (4) as follows:

$$\tilde{\mu}_{\text{Reg}} = \frac{\sum_{j=1}^N \left[ h(t_n) x_{n|0:n}^j \right] v_n^j - \tilde{f}_n \left( x_{n|0:n+1}^{1:j} \right) v_n^j}{\sum_{j=1}^N \left[ h(t_n) x_{n|0:n}^j \right] v_n^j}$$

where

$$\tilde{f}_n = \tilde{\alpha} \left[ \frac{\pi_n}{\pi_n \tilde{g}_n} \right] \left[ \frac{\pi_n}{\tilde{g}_n} \right]^{1 - \tilde{\alpha}} \left[ \frac{\pi_n}{\tilde{g}_n} \right] \left[ \frac{\pi_n}{\tilde{g}_n} \right]^{1 - \tilde{\alpha}}$$

We call this regression-based mixture SMC (RM-SMC). It only uses the control variates in the estimation without changing the distribution of particles. Although the regression approach assigns proper importance weights for each particle, they are not necessarily positive and hence cannot be directly used in resampling. The likelihood approach always gives positive importance weights, after incorporating the effect of control variates. The asymptotic results in the next section show that the new algorithm outperforms both the generalized SMC method without control variates and RM-SMC.

**Remark 2.** In the algorithm, particles are mutated within each group and are only mixed across groups at the time of resampling. Hence, the proposal distribution of $x_{n_0+1:n}$ is the mixture of $p$ distributions and the number of control variates in $g$ is $p - 1$. Similarly as mentioned in Section 2.2, the function $q_{\alpha} + \tilde{g}_n g$ is a weighted average of $q_1, \ldots, q_p$, with the weights summing to 1 but different from $\alpha$.

**Remark 3.** For generalized SMC method, the control variates $S(x_{1:n})$ need to satisfy $\int S(x_{1:n}) \sigma(x_{0:n}) dx_{0:n} = 0$ to make the estimator asymptotically unbiased, which makes the construction of $S(x_{1:n})$ difficult. The new algorithm avoids the difficulty and is easy to implement.

3.2 Theoretical Results

Here, we present a CLT for $\tilde{\mu}_{n,\text{MLE}}$, similar to that in Douc and Moulines (2008). For simplicity, only the scheme of multinomial resampling at every step is discussed. Let $\hat{\sigma}^2(n) = \eta(x_{0:n}) v_{0:n}^j$ be the weights used in resampling, $\tilde{\pi}^*_n(x_{0:n}) = \eta(x_{0:n}) \pi_n(x_{0:n})$ be the unnormalized target density after resampling with the auxiliary function, $\tilde{\pi}^*_n(x_{0:n}) = \tilde{\pi}^*_n(x_{0:n})$ where $\tilde{\pi}^*_n$ is the normalizing constant, and $\tilde{\mu}_n = \int h(t_n) \tilde{\pi}^*_n(x_{0:n}) dx_{0:n}$. Let $A'_0 = A_0$, $W'_0 = W_0$ and for $n > 0$, recursively define

$$A'_n = \left[ h : \Theta_n \rightarrow \mathbb{R} \right] E_{\tilde{\pi}^*_n} \left[ h^2 \right] < \infty, E_{\tilde{\pi}^*_n} \left[ h^2 \right] < \infty,$$

$$E_{\tilde{\pi}^*_n} \left[ \frac{\pi_n}{\tilde{\pi}^*_n} \right] \left[ \frac{h}{\tilde{g}_n} \right] |x_{0:n-1} \right] \in A'_{n-1},$$

$$E_{\tilde{\pi}^*_n} \left[ \frac{\pi_n}{\tilde{\pi}^*_n} \right] \left[ \frac{h}{\tilde{g}_n} \right] |x_{0:n-1} \right] \in A'_{n-1},$$

$$E_{\tilde{\pi}^*_n} \left[ \left( \frac{\pi_n}{\tilde{\pi}^*_n} \right) \left[ \frac{h}{\tilde{g}_n} \right] \right] |x_{0:n-1} \right] \in W'_{n-1},$$

$$E_{\tilde{\pi}^*_n} \left[ \left( \frac{\pi_n}{\tilde{\pi}^*_n} \right) \left[ \frac{h}{\tilde{g}_n} \right] \right] |x_{0:n-1} \right] \in W'_{n-1},$$

where $W'_n = \left[ h : \Theta_n \rightarrow \mathbb{R} \right] E_{\tilde{\pi}^*_n} \left[ h \right] < \infty, E_{\tilde{\pi}^*_n} \left[ h \right] < \infty,$

$$E_{\tilde{\pi}^*_n} \left[ \left( \frac{\pi_n}{\tilde{\pi}^*_n} \right) \left[ \frac{h}{\tilde{g}_n} \right] \right] |x_{0:n-1} \right] \in W'_{n-1},$$

Let $\sigma^2(h) = \text{var}_0 \left[ h \right]$ and for $n > 0$, recursively define

$$\sigma^2_{\text{Reg}}(h) = \sigma^2_{\text{Reg}} \left( E_{\tilde{\pi}^*_n} \left[ h(x_{0:n}) \right] \right) + E_{\tilde{\pi}^*_n} \left( \text{var}_n \left[ h(x_{0:n}) \right] \right),$$

where $h_n(x_{0:n}) = \frac{\pi_n(x_{0:n})}{\tilde{\pi}^*_n(x_{0:n})} \tilde{g}_n(x_{0:n})$, $\tilde{g}_n(x_{0:n})$,

$$\sigma^2_{\text{RM-SMC}}(h) = \sigma^2_{\text{RM-SMC}} \left( E_{\tilde{\pi}^*_n} \left[ h(x_{0:n}) \right] \right) + E_{\tilde{\pi}^*_n} \left( \text{var}_n \left[ h(x_{0:n}) \right] \right),$$

where $h_n(x_{0:n}) = \frac{\tilde{\pi}^*_n(x_{0:n})}{\tilde{\pi}^*_n(x_{0:n})} \tilde{g}_n(x_{0:n})$, $\tilde{g}_n(x_{0:n})$,

$$\sigma^2_{\text{RM-SMC}}(h) = \sigma^2_{\text{RM-SMC}} \left( E_{\tilde{\pi}^*_n} \left[ h(x_{0:n}) \right] \right) + E_{\tilde{\pi}^*_n} \left( \text{var}_n \left[ h(x_{0:n}) \right] \right),$$

Assume that:
Theorem 2. Suppose conditions (C1), (C2), and (C3)-(C6) are satisfied. Then for any $n$, $A_n'$ and $W_n'$ are proper, $\sigma_{1,n}'(h)$ is finite, and the following convergence holds:

$$
\hat{\mu}_{n,MLE} \overset{p}{\rightarrow} \mu_n, \forall h \in L^1(\pi^*_n),
$$

(8)

$$
\sqrt{N}(\hat{\mu}_{n,MLE} - \mu_n) \overset{d}{\rightarrow} N\left(0, \sigma^2_{1,n}(h)\right), \forall h \in A_n'.
$$

(9)

Specifically,

$$
\sigma^2_{1,n}(h) = \sum_{i=1}^{n} \int \left[ \frac{\pi^*_n(x_1 | x_{0:n-1})}{\pi^*_n(x_1 | x_{0:n-1})} \pi^*_n(x_{0:n-1} | x_1) \pi^*_n(x_{0:n-1}) \operatorname{cov}_{\tilde{\pi}^*_n|\omega} \beta_{t,n} \pi^*_n(x_{0:n-1}) - \mu_n \right]^2 \, dx_{0:n-1},
$$

(10)

where

$$
\beta_{t,n} = \operatorname{var}_{\tilde{\pi}^*_n|\omega} \left[ \frac{g(x_1 | x_{0:n-1})}{\pi^*_n(x_1 | x_{0:n-1})} \right]^{-1} \operatorname{cov}_{\tilde{\pi}^*_n|\omega} \left[ \frac{\pi^*_n(x_{0:n-1})}{\pi^*_n(x_1 | x_{0:n-1})} \pi^*_n(x_{0:n-1} | x_1) \pi^*_n(x_{0:n-1}) \right].
$$

The proof of the theorem is given in the Appendix.

The sets $A_n'$ and $W_n'$ are defined similarly as $A_n$ and $W_n$ so that for $h \in A_n'$, under each of the sequential distributions $\{\pi^*_n\}$, $\{\pi^*_{n-1}\}$, $\{\pi^*_{n-1} q\}$, and $\{\pi^*_{n-1} q_0\}$, the asymptotic results of certain triangular arrays conditional on $\{x_{0:j}|N\}_{j=1}^N$ or $\{\tilde{x}_{0:j}|N\}_{j=1}^N$ hold.

One sufficient condition for $h \in A_n'$ is

$$
p(x_n | x_{0:n-1}) p(y_n | x_n) / \eta(x_{0:n-1} | x_{0:n-1}) q_n(x_n | x_{0:n-1})
$$

and

$$
\eta(x_{0:n-1} | x_{0:n-1}) q_n(x_n | x_{0:n-1})
$$

are bounded from above;

$$
\sigma^2_{1,n}(h)
$$

which can be satisfied by including heavy tail component proposals, and the first two moments of $h$ under densities $\pi^*_n$, $\tilde{\pi}^*_n$, $\pi^*_{n-1} q$, and $\tilde{\pi}^*_{n-1} q$ exist for every $n$. Condition (C3) ensures that the optimization for MLE weights $\tilde{\xi}_n$ gives stable results. Condition (C4) is required for the remainder of certain Taylor expansion to be small. Conditions (C3)–(C5) can be satisfied when all mixture proportions of $q_\omega$ are nonzero, or the tails of component proposals with nonzero proportions cover those of all other component proposals. Condition (C6) is necessary for $\sigma^2_{1,n}(h)$ to have the clean expression in Theorem 2, which is automatically satisfied in LM-SMC and is stated here to emphasize the requirement for control variates.

The analytical form of $\sigma^2_{1,n}(h)$ clearly demonstrates the impact of the control variates in two aspects. First, every term in the asymptotic variance contains the control variates, which is resulted from including control variates in the resampling step. Second, the coefficient vector for control variates is optimal for every $n$ despite the target density for each term changes as $n$ increases. This is because in the likelihood approach, the estimated coefficient vector $\tilde{\xi}_n$ does not depend on the target density, and hence the same sample and coefficients can be adapted for different target densities automatically. Therefore, LM-SMC outperforms the generalized SMC method without using control variates. Since RM-SMC only includes the control variates in the estimator, it only affects the last term of the asymptotic variance (shown in the Appendix). Therefore, LM-SMC also outperforms RM-SMC. Section 4.1.3 gives a specific example illustrating these comparisons on variance expansions.

The following corollary shows that the asymptotic variance of LM-SMC is always smaller than that of the APF using $N\alpha_k$ particles from the proposal $q_k$, for any $k = 1, \ldots, p$.

Corollary 1. For any $k = 1, \ldots, p$ such that $\alpha_k > 0$,

$$
\sigma^2_{1,\alpha_k}(h) \leq \frac{1}{\alpha_k} \sum_{i=1}^{n} \int \frac{[\pi^*_n(x_0 | x_{0:n-1}) \mu_n - \mu_n]^2}{\pi^*_{n-1}(x_{0:n-1}) q_k(x_{0:n-1})} \, dx_{0:n-1},
$$

and therefore is to be minimized. By the theory of the likelihood approach (Tan 2004), (12) is equal to 0 when $\pi^*_n(h - \mu_n)$ is a linear combination of $\pi^*_n q_1, \ldots, \pi^*_n q_p$. This property suggests to choose $q_1, \ldots, q_p$ and $\eta(x_{0:n-1})$ such that $\pi^*_n(h - \mu_n)$ is close to some linear combination of $\pi^*_n q_1, \ldots, \pi^*_n q_p$. Since $\pi^*_n(x_{0:n}) h(x_{0:n}) - \mu_n \propto \pi^*_n(x_{0:n}) p(x_n | x_{0:n-1}) p(y_n | x_n) / \eta(x_{0:n-1}) q_k(x_{0:n-1})$, the construction of component proposals can be done by approximating and decomposing $p(x_n | x_{0:n-1}) p(y_n | x_n) / \eta(x_{0:n-1}) q_k(x_{0:n-1})$ where $\eta(x_{0:n-1})$ is a positive function and $q_k(x_{0:n-1})$ is a probability density having a decomposition

$$
q_k(x_{0:n-1}) / \mu_n = \sum_{k=1}^{p} \epsilon_k r_k(x_{0:n-1}) q_k(x_{0:n-1})
$$

with real functions $r_k(x_{0:n-1})$, densities $q_k(x_{0:n-1})$, and constants $\epsilon_k$, then $q_1, \ldots, q_p$, and $\eta(x_{0:n-1})$ can be used as the component proposals and the auxiliary function.

Meanwhile, to ensure the sample weights have bounded variance, one should include a heavy tail component proposal and add a positive constant into $\eta(x_{0:n-1})$ to have $\pi^*_n(x_{0:n-1})$ bounded away from 0, so that the sufficient condition (11) is satisfied. A simple choice of the heavy tailed proposal is the prior density $p(x_n | x_{0:n-1})$ from the state equation.
The above strategy can be illustrated using the following special case of model (1),

\[ x_n = s_1(x_{n-1}) + \varepsilon_n \]
\[ y_n = s_2(x_n) + \varepsilon_n \] (14)

with normal noises \( \varepsilon_n \) and \( \varepsilon_n \) and a nonlinear function \( s_2(x) \). Suppose the target function \( h(x|y) \) is \( x_n \).

Let \( \log(p_2(y_n|x_n)) \) be the second-order Taylor expansion of \( \log(p(y_n|x_n)) \) around the mode of \( p(y_n|x_n) \), \( q_2(y_n|x_n, y_{n-1}) \) be the normalized \( p(x_n|x_{n-1})q_2(y_n|x_n) \), and \( r(x_{n-1}) \) be the corresponding normalizing constant. By approximating the center of \( p(x_n|x_{n-1})p(y_n|x_n) \) by \( q_2(x_n|y_n, x_{n-1}) \), controlling its tail by \( p(x_n|x_{n-1}) \), and adding a positive constant \( c \) to \( r(x_{n-1}) \), \( p(x_n|x_{n-1})p(y_n|x_n) \) can be approximated by

\[ \eta(x_{0:n-1})q_1(y_n|x_{0:n-1}) = \left[ r(x_{n-1}) + c \right] \gamma_1 q_2(y_n|x_n, x_{n-1}) + \gamma_2 p(x_n|x_{n-1}) \], (15)

where the values of \( \gamma_1 \) and \( \gamma_2 \) can be arbitrary. The value \( c \) should not be too large or too small compared to \( r(x_{n-1}) \). The expectation \( \mathbb{E} \left[ q_1(y_{n-1}) \right] \) is a reasonable choice and can be estimated by sample average.

Then, the component proposal can be constructed as follows. Note that \( q_2(x_n|y_n, x_{n-1}) \) is a normal density with mean \( \theta(x_{n-1}) \). Decompose \( q(x_n|x_{0:n-1}) - \mu_n \) by

\[ [\gamma_1 q_2(y_n|x_n, x_{n-1}) + \gamma_2 p(x_n|x_{n-1})] \] (16)

and use the following component proposal distributions: the normalized \( [x_n - \theta(x_{n-1})]q_2(x_n|y_n, x_{n-1}) \), normalized \( [x_n - \theta(x_{n-1})]q_2(x_n|y_n, x_{n-1}) \), \( q_2(x_n|y_n, x_{n-1}) \), normalized \( [x_n - \theta(x_{n-1})]q_2(x_n|y_n, x_{n-1}) \), \( p(x_n|x_{n-1}) \), and \( p(x_n|x_{n-1}) \). They are either Weibull distribution or Normal distribution, which can be sampled from easily. When the mixture proportion for \( p(x_n|x_{n-1}) \) is nonzero (\( \alpha_0 > 0 \)), then (11) is satisfied by the fact that \( \eta(x_{0:n-1}) \) is bounded and \( \eta(x_{0:n-1})q_\alpha(x_n|x_{0:n-1}) > \alpha_0 \) if \( p(x_n|x_{n-1}) \).

3.4 The Choice of Mixture Proportions

Based on the theoretical results, the following guidelines are useful for choosing the mixture proportions for the candidates component proposals.

First, the proportions of some proposals can be set to zero, but these proposals remain as part of the control variates. That is, some of the proposal distributions are not used in generating samples, but only used as control variates. Typically, these are part of (13) but are computationally expensive to sample from, though easy to evaluate. This is valid because when \( \pi^*_{e}(h - \mu_n) \) is a linear combination of \( \pi_{n-1} q_1, \ldots, \pi_{n-1} q_p \), (12) still equals 0 even if some \( \alpha_i \) are zero. This strategy allows more flexibility in decomposition (13) to include terms which are easy to be normalized but difficult to sample from. Then, the values of nonzero proportions can follow some heuristic rules derived from experience or interpretation of proposals. Equal proportions are often a good starting point.

Second, the component proposals with nonzero proportions should satisfy conditions (C3)–(C5). These conditions hold when \( q_\alpha \) has a heavier tail than those proposals with zero proportions. That is, the component for protection should have nonzero proportion.

Third, the proportion of a very good component proposal (if there is one) can be close to 1 so that the performance of LM-SMC is at least not worse than the performance of that component proposal. This is ensured by Corollary 1.

The first strategy raised the question of whether sampling from a subset of \( q_1, \ldots, q_p \) will decrease the estimation efficiency and offset the saving of computational resource. As we illustrate through the following example, when the sample coverage is not of a major concern, the improvement by the likelihood approach may be mainly caused by the use of control variates. Therefore in practice, one can construct several easy-to-sample proposals to cover the high likelihood area of the target density with some additional more sophisticated proposal densities as covariates to achieve more accurate approximation. The following example is considered for importance sampling, though similar features can be seen in SMC as well.

Example. Suppose a random vector \( X = (X_1, \ldots, X_{10}) \) follows

\[ \pi(x) = 0.8 \prod_{p=1}^{10} \phi(x_p) + 0.2 \prod_{p=1}^{10} \psi_d(x_p), \]

where \( \phi(x) \) is the standard normal density and \( \psi_d(x) \) is the student t density with degrees of freedom \( d \). This distribution is used in Tan (2004). The target of interest is the expectation \( \mathbb{E} [f(X)] \) under \( \pi(x) \), where \( f(x) = \sum_{p=1}^{10} x_p/10 \). Here, we compare four estimators to illustrate the effects of setting some mixture proportions to 0.

The first two estimators are based on the proposal choices in Tan (2004). Let \( q_1(x) = \prod_{p=1}^{10} \phi(x_p) \), \( q_2(x) = \prod_{p=1}^{10} \psi_2(x_p) \), \( g_1(x) = q_1(x) - q_2(x) \), and \( q_{5,2}(x) = 0.5q_1(x) + 0.5q_2(x) \) where \( q_{a,b}(x) \) denotes the mixture of \( a \) proposals with proportions \( \alpha \). Among the component proposals, \( q_1 \) approximates the center of \( \pi \) and \( q_2 \) controls the tail of \( \pi \). Suppose \( x_{i=1}^{n} \) are generated from \( q_{5,2}(x) \) in stratification. Then IS and Tan’s likelihood approach give the estimator

\[ \hat{\mu}_{P_i} = \frac{\sum_{i=1}^{m} f(x_i) \pi(x_i)/(q_{5,2}(x_i))}{\sum_{i=1}^{m} \pi(x_i)/(q_{5,2}(x_i))}, \]
\[ \hat{\mu}_{P_{i,C1}} = \frac{\sum_{i=1}^{m} f(x_i) \pi(x_i)/(q_{5,2}(x_i) + \hat{\pi}_{P_C_1} g_1(x_i))}{\sum_{i=1}^{m} \pi(x_i)/(q_{5,2}(x_i) + \hat{\pi}_{P_C_1} g_1(x_i))}, \]

where \( \hat{\pi}_{P_{C1}} = \arg \max \sum_{i=1}^{m} \log (q_{5,2}(x_i) + \xi g_1(x_i)) \) and \( \hat{\mu}_{P_{C1}} \) denotes the estimator with \( k \) sampling proposals and \( j \) control variates.

The third and fourth estimators are based on more sophisticated component proposals following the discussions in Li, Tan, and Chen (2013) which suggested to decompose an approximation of \( f(x - \mu)\pi(x) \), similar to the discussions in Section 3.3. By approximating \( \pi(x) \) with the mixture of \( q_1(x) \) and \( q_2(x) \)
as in the first two estimators,
\[
\left(\frac{1}{10} \sum_{p=1}^{10} x_p - \mu \right) \pi(x) \approx \left(\frac{1}{10} \sum_{p=1}^{10} x_p - \mu \right) \left[ \gamma_1 q_1(x) + \gamma_2 q_2(x) \right]
\]
\[
= \frac{10}{\gamma_1} \sum_{p=1}^{10} q_{1,p} \pi(x) = \frac{10}{\gamma_2} \sum_{p=1}^{10} q_{2,p} \pi(x)
\]
\[
+ \frac{10}{\gamma_1} \sum_{p=1}^{10} \psi_{1,p} \pi(x) + \frac{10}{\gamma_2} \sum_{p=1}^{10} \psi_{2,p} \pi(x)
\]
where $\gamma_1$, $\gamma_2$, $\tau_1$, ..., $\tau_6$ are constants. Therefore, we choose the following component proposals: $q_{1,j} = q_{2,j} = q_j(x)$, and $q_{1,j} = q_j(x)$. The likelihood function of the mixture of these component proposals with equal proportions and $g(x)$ be the corresponding vector of control variates. Suppose $\{x_i\}$ are generated from $q_{a,2}(x)$ in stratification. The likelihood approach gives the fourth estimator
\[
\tilde{\mu}_{P_2} = \frac{\sum_{i=1}^n f(x_i) \pi(x_i)}{\sum_{i=1}^n \pi(x_i)} + \tilde{\xi}_{P_2} \xi_{P_2}(x_i)
\]
where $\tilde{\xi}_{P_2} = \arg \max \sum_{i=1}^n \log (q_{a,2}(x_i) + \xi_{P_2} g(x_i))$. The fourth estimator is constructed by setting the mixture proportions of all component proposals except $q_1(x)$ and $q_2(x)$ to 0 in $\tilde{\mu}_{P_2}$, which means the sample is only generated from $q_{5,1}(x)$ but the control variate $g(x)$ uses all components. This gives the fourth estimator
\[
\tilde{\mu}_{P_2} = \frac{\sum_{i=1}^n f(x_i) \pi(x_i)}{\sum_{i=1}^n \pi(x_i)} + \tilde{\xi}_{P_2} \xi_{P_2}(x_i)
\]
where $\tilde{\xi}_{P_2} = \arg \max \sum_{i=1}^n \log (q_{5,2}(x_i) + \xi_{P_2} g(x_i))$. Note that $\tilde{\mu}_{P_2}$ has a bounded variance since the heavy tailed proposal $q_2(x)$ is included.

The MSE of these four estimators are reported in Table 1. It can be seen that $\tilde{\mu}_{P_2}$ and $\tilde{\mu}_{P_2,C_1}$ have similar MSEs, indicating no improvement by a control variate $g_1(x)$ without considering the target function $f(x)$. When control variates constructed using the information of $f(x)$ are included, the result estimator $\tilde{\mu}_{P_2,C_1}$ improves the MSE of $\tilde{\mu}_{P_2}$ by more than one order of magnitude. If the sampling proposals also use the information of $f(x)$, the resulting estimator $\tilde{\mu}_{P_2,C_1}$ improves the MSE of $\tilde{\mu}_{P_2,C_1}$ by about 20%. It shows that the main contribution of improvement comes from the control variates instead of proposal distributions.

### Table 1. Comparison of the four estimators in example of Section 3.4

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\mu}_{P_2}$</td>
<td>$1.4 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\mu}_{P_2,C_1}$</td>
<td>$1.4 \times 10^{-1}$</td>
</tr>
<tr>
<td>$\tilde{\mu}_{P_2,C_2}$</td>
<td>$4.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\tilde{\mu}_{P_2,C_3}$</td>
<td>$5.0 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

RM-SMC of (7), and LM-SMC. The generalized SMC used here does not include control variates due to the difficulties discussed in Remark 3 of Section 3.1. In all examples, systematic resampling (Carpenter, Clifford, and Fearnhead 1999; Douc and Cappé 2005) is used at every step, each step uses 2000 particles, and the simulation is replicated 200 times independently. The trust region optimization algorithm (Nocedal and Wright 1999) is used for calculating MLE weights in all examples. We report the average of MSE over 100 steps, that is,
\[
\text{MSE} = \frac{1}{100} \sum_{i=1}^{100} \text{MSE}_i,
\]
where $\text{MSE}_i = \frac{1}{200} \sum_{i=1}^{200} (\tilde{\mu}_{t,i} - \mu_i)^2$, where $\tilde{\mu}_{t,i}$ is the estimator at the $i$th step of $i$th replication and $\mu_i$ is the theoretical posterior mean of $x_i$, and the comparison between LM-SMC and the $i$th method with consideration of computing time, that is, the ratio
\[
R_i = \frac{\text{MSE}_{\text{LM-SMC}} \times T_{\text{LM-SMC}}}{\text{MSE}_i \times T_i},
\]
where $T$ is the computing time, for $i = 1, \ldots, 4$ are reported.

### 4.1 AR(1) Observed With Noise

Consider the following process
\[
x_n = \phi x_{n-1} + \epsilon_n, \quad \epsilon_n \sim N(0, \sigma^2)
\]
\[
y_n = x_n + \epsilon_n, \quad \epsilon_n \sim N(0, 1).
\]
It is often used as a benchmark model for comparing SMC methods since all sequential distributions are analytically available through Kalman filter.

For APF, since the density $p(x_n|x_{n-1}, y_n)$ is normal and $\eta(x_{n-1}) = \pi_n(x_{n-1})/\pi_{n-1}(x_{n-1})$ can be evaluated, in this example we use them as the proposal density and the auxiliary function. This is referred to as “perfect adaption” of the APF in Pitt and Shephard (1999).

#### 4.1.1 Construction of Component Proposals

For the mixture methods, the component proposals can be obtained by the following decomposition. Denote the mean of $x_n$ with density $p(x_n|x_{n-1}, y_n)$ conditional on $x_{n-1}$ by $\theta_n(x_{n-1})$. We have
\[
p(x_n|x_{n-1}, y_n) = \eta(x_{n-1}) \left| \left| x_n - \theta_n(x_{n-1}) \right| \right|^2 \pi_n(x_n|x_{n-1}, y_n) + (x_n - \theta_n(x_{n-1}))' p(x_n|x_{n-1}, y_n) + (\theta_n(x_{n-1}) - \mu_n) p(x_n|x_{n-1}, y_n).
\]
(17)

Then, we can use the same $\eta(x_{n-1})$ in APF as the auxiliary function, and the following component proposals: $p(x_n|x_{n-1}, y_n)$, normalized $(x_n - \theta_n(x_{n-1}))' p(x_n|x_{n-1}, y_n)$ and normalized $(x_n - \theta_n(x_{n-1}))' p(x_n|x_{n-1}, y_n)$. Since $p(x_n|x_{n-1}, y_n)$ is known to be the optimal choice in the sense of minimizing the conditional variance of the importance weights, following the
between the variances of proposals, the control variates of the last expansion term, and LM-SMC outperforms the other methods significantly, ranging from 60% to several orders of magnitude. It is not surprising since each term of the linear decomposition (17) is used directly as the control variate, and the target function is very close to a linear combination of the control variates.

From Table 2, it is seen as the control variate involves the signal level \( x_n \), the higher SNR is, the more information about \( x_n \) are contained in the control variates, which gives LM-SMC more advantages to estimate \( x_n \). In fact, LM-SMC always achieves smaller MSEs with a higher SNR than a lower one. This is not necessarily true for BF, APF, and GSMC. Therefore, the improvement LM-SMC can achieve is related to the signal strength. Second, smaller \( \phi \) means larger uncertainty in \( x_n \). BF and APF heavily rely on the quality of \( x_n \) and therefore deteriorates for smaller \( \phi \). In contrast, LM-SMC becomes increasingly more effective. Therefore, our method gives improvement in situations where the existing methods perform poorly.

4.1.3 Comparing Expansion Terms of Variances. Compared with BF, the most basic method, the improvement of LM-SMC includes the effects of the auxiliary function, better proposal densities, and control variates. To illustrate the sole effect of control variates by separating it from the others, here we provide some comparisons among the terms of theoretical variance expansions (3) and (10) of all five methods. Due to the linear Gaussian nature of this example, each term of the variance expansions can be estimated accurately. Consider the parameter setting \( \phi = 0.9 \) and \( \sigma = 1.4 \) in Table 2 and the corresponding observation series that has length 100, and the same design for each method as previously. At each time step \( n \), all \( n \) terms of the variance expansion of each method are estimated using 10\(^6\) Monte Carlo samples. The results on the last three terms are reported in Table 3. The other terms follow a similar pattern. Note that different from previous simulations using systematic resampling, the theoretical variances here are for algorithms using multinomial resampling.

In Table 3, the comparisons between APF and BF, GSMC and APF, RM-SMC and GSMC, and LM-SMC and RM-SMC reveal the improvements due to the auxiliary function, the multiple proposals, the control variates of the last expansion term, and the control variates of earlier terms, respectively. First, it can be seen that most of the improvement comes from control variates, by noting that in terms of total variances, LM-SMC improves upon GSMC by over 89% for all \( n \), while GSMC improves upon BF by less than 25% for \( n = 3 \) and 7 and 75% for \( n = 9 \) due to the failure of BF. Second, the variance reduction contributed by the second-to-last term is also significant, which makes the variances of LM-SMC is almost 50% of those of RM-SMC. Therefore, LM-SMC has significant improvement on efficiency by achieving variance reduction beyond the last term of the variance expansion.

Similar patterns are seen in all other time step \( n \) (not shown here). We also observe that, for each method, the relative

<table>
<thead>
<tr>
<th>SNR = 10</th>
<th>( \phi = 0.7, \sigma = 2.3 )</th>
<th>( \phi = 0.8, \sigma = 1.9 )</th>
<th>( \phi = 0.9, \sigma = 1.4 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>1.7E-3(0.0004)</td>
<td>8.5E-4(0.0022)</td>
<td>8.0E-4(0.015)</td>
<td>44</td>
</tr>
<tr>
<td>APF</td>
<td>4.3E-4(0.0015)</td>
<td>4.0E-4(0.0044)</td>
<td>3.7E-4(0.033)</td>
<td>46</td>
</tr>
<tr>
<td>GSMC</td>
<td>3.9E-4(0.0013)</td>
<td>3.9E-4(0.0037)</td>
<td>3.5E-4(0.027)</td>
<td>57</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>5.5E-6(0.069)</td>
<td>1.2E-5(0.088)</td>
<td>3.5E-5(0.2)</td>
<td>78</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>3.1E-7(1.0)</td>
<td>8.5E-7(1.0)</td>
<td>5.7E-6(1.0)</td>
<td>97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR = 1</th>
<th>( \phi = 0.7, \sigma = 0.7 )</th>
<th>( \phi = 0.8, \sigma = 0.6 )</th>
<th>( \phi = 0.9, \sigma = 0.44 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>3.3E-4(0.042)</td>
<td>3.3E-4(0.11)</td>
<td>2.9E-4(0.30)</td>
<td>44</td>
</tr>
<tr>
<td>APF</td>
<td>2.1E-4(0.065)</td>
<td>2.0E-4(0.18)</td>
<td>1.9E-4(0.49)</td>
<td>46</td>
</tr>
<tr>
<td>GSMC</td>
<td>2.0E-4(0.054)</td>
<td>1.9E-4(0.15)</td>
<td>1.8E-4(0.42)</td>
<td>57</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>4.4E-5(0.18)</td>
<td>6.4E-5(0.32)</td>
<td>1.0E-4(0.52)</td>
<td>78</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>6.7E-6(1.0)</td>
<td>1.7E-5(1.0)</td>
<td>4.6E-5(1.0)</td>
<td>97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SNR = 0.5</th>
<th>( \phi = 0.7, \sigma = 0.5 )</th>
<th>( \phi = 0.8, \sigma = 0.42 )</th>
<th>( \phi = 0.9, \sigma = 0.31 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>2.2E-4(0.08)</td>
<td>2.0E-4(0.19)</td>
<td>1.5E-4(0.44)</td>
<td>44</td>
</tr>
<tr>
<td>APF</td>
<td>1.4E-4(0.11)</td>
<td>1.4E-4(0.27)</td>
<td>1.2E-4(0.51)</td>
<td>46</td>
</tr>
<tr>
<td>GSMC</td>
<td>1.4E-4(0.09)</td>
<td>1.3E-4(0.22)</td>
<td>1.2E-4(0.44)</td>
<td>57</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>4.3E-5(0.21)</td>
<td>6.2E-5(0.35)</td>
<td>7.9E-5(0.47)</td>
<td>78</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>7.5E-6(1.0)</td>
<td>1.8E-5(1.0)</td>
<td>3.0E-5(1.0)</td>
<td>97</td>
</tr>
</tbody>
</table>
contribution of the $k$th term toward the total variance decreases quickly as $k$ decreases. Hence, the earlier terms are almost negligible, and the last three steps are the dominating terms.

### 4.2 Stochastic Volatility With AR(1) Dynamics

Consider the stochastic volatility model in Sandmann and Koopman (1998)

\[
\begin{align*}
    x_n &= \phi x_{n-1} + \eta_n, \quad \eta_n \sim N(0, \sigma^2_n) \\
    y_n &= \sigma e^{\frac{1}{2} \xi_n}, \quad \xi_n \sim N(0, 1),
\end{align*}
\]

where $\eta_n$ and $\xi_n$ are independent, $y_n$ is the demeaned return of a portfolio obtained by subtracting the average of all returns from the actual return, and $\sigma$ is the average volatility level. Due to the nonlinear structure of the observation equation, the analytical form of $p(x_n|x_{n-1}, y_n)$ is unavailable.

For the APF method, Kim, Shephard, and Chib (1998) and Pitt and Shephard (1999) suggested to use the normal density $q_1(x_n|x_{n-1}, y_n) \propto p(x_n|x_{n-1})p_1(y_n|x_n)$ as the proposal and the corresponding normalizing constant as the auxiliary function, where $\log(p_1(y_n|x_n))$ is the first-order Taylor expansion of $\log(p(y_n|x_n))$ around $x_{n-1}$. Since $p_1(y_n|x_n)$ is log-concave, $p_1(y_n|x_n)$ has heavier tails than $p(y_n|x_n)$, and hence $q_1(x_n|x_{n-1}, y_n)$ and the auxiliary function satisfy the tail requirement of the proposal distribution. In this example, we select $q_1(x_n|x_{n-1}, y_n)$ and $p(x_n|x_{n-1})p_1(y_n|x_n)/q_1(x_n|x_{n-1}, y_n)$ as the proposal and the auxiliary function for the APF method.

#### 4.2.1 Construction of Component Proposals

For the mixture methods, let $q_2(x_n|x_{n-1}, y_n)$ being the normalized $p(x_n|x_{n-1})p_2(y_n|x_n)$ where $\log(p_2(y_n|x_n))$ is the second-order Taylor expansion of $p(y_n|x_n)$ around the

![Figure 1. Trajectories of logarithm of MSE for the five estimators in all cases of Example 1.](image-url)
maximum point of the observation likelihood, \( r(x_n) = p(x_n|x_{n-1})/q(x_n|x_{n-1}) \) and denote the mean of \( q_2(x_n|x_{n-1}, y_n) \) by \( \theta(x_{n-1}) \). Smith and Santos (2006) discussed the benefit of using \( q_2(x_n|x_{n-1}, y_n) \) as the proposal when there are extreme outliers in the observations. One problem of \( q_2(x_n|x_{n-1}, y_n) \) is that it does not have a tail heavier than \( p(x_n|x_{n-1}) \).

By taking logarithm on both sides of the observation equation, the stochastic volatility model is a special case of model (14) in Section 3.3. Therefore, its construction of component proposals can be applied here. It gives an auxiliary function \( r(x_{n-1}) + c_{n-1} \) where \( c_{n-1} = E_{\pi_{r-1}(x_{n-1})} \{ r(x_{n-1}) \} \) which can be estimated by \( \sum_{j=1}^{N} r(x_{n-1}^{(j)})/N \), and the component proposals \( \{ q_2(x_n|x_{n-1}, y_n), p(x_n|x_{n-1}) \} \) are selected so that \( (x_n - \theta(x_{n-1}))^+ q_2(x_n|x_{n-1}, y_n) \), normalized \( (x_n - \theta(x_{n-1}))^+ q_2(x_n|x_{n-1}, y_n) \), normalized \( (x_n - \phi x_{n-1})^+ p(x_n|x_{n-1}) \), and normalized \( (x_n - \phi x_{n-1})^+ p(x_n|x_{n-1}) \). The tail requirement can be satisfied by letting the mixture proportion of \( p(x_n|x_{n-1}) \) larger than 0.

Although all component proposals can be sampled directly, for the purpose of illustration, we follow the discussion in Section 3.4 and set the mixture proportions of \( q_2(x_n|x_{n-1}, y_n) \) and \( p(x_n|x_{n-1}) \) to be 0.5 for each, and the other proposals to be 0. With such mixture proportions, for different target functions, the sampling procedure remains the same and only the control variates need to be changed.

### 4.2.2 Results

Here, we use the parameter settings in Sandmann and Koopman (1998). The values of the autoregressive parameter \( \phi \) are set to be 0.90, 0.95, and 0.98, which are compatible with the range from 0.9 to 0.995 of \( \phi \) found in empirical studies. Then for each \( \phi \), the values of \( \sigma_{\phi} \) are selected so that the coefficient of variation of the volatility \( h = \sigma^2 \exp(x_n) \), calculated using Monte Carlo sample

Table 3. Comparison of variance expansion terms of five methods in Example 1. Parameter settings are \( \phi = 0.9 \) and \( \sigma = 1.4 \). The asymptotic variances at time \( n \), and the last three terms, denoted by \( \theta \), of each variance expansion are reported

<table>
<thead>
<tr>
<th>( n = 3 )</th>
<th>first</th>
<th>second</th>
<th>third</th>
<th>Total variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>3.4e-3</td>
<td>7.1e-2</td>
<td>9.1e-1</td>
<td>9.8e-1</td>
</tr>
<tr>
<td>APF</td>
<td>4.0e-3</td>
<td>6.1e-2</td>
<td>7.1e-1</td>
<td>7.8e-1</td>
</tr>
<tr>
<td>GSMC</td>
<td>3.8e-3</td>
<td>5.9e-2</td>
<td>6.8e-1</td>
<td>7.4e-1</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>3.8e-3</td>
<td>5.9e-2</td>
<td>5.7e-2</td>
<td>6.2e-1</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>4.3e-4</td>
<td>6.6e-3</td>
<td>5.7e-2</td>
<td>6.4e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n = 7 )</th>
<th>fifth</th>
<th>sixth</th>
<th>seventh</th>
<th>Total variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>3.5e-3</td>
<td>2.0e-1</td>
<td>6.8e-1</td>
<td>8.8e-1</td>
</tr>
<tr>
<td>APF</td>
<td>6.5e-3</td>
<td>5.3e-2</td>
<td>7.2e-1</td>
<td>7.7e-1</td>
</tr>
<tr>
<td>GSMC</td>
<td>6.3e-3</td>
<td>5.1e-2</td>
<td>6.8e-1</td>
<td>7.4e-1</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>6.3e-3</td>
<td>5.1e-2</td>
<td>5.7e-2</td>
<td>6.1e-1</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>1.4e-3</td>
<td>5.8e-3</td>
<td>5.7e-2</td>
<td>6.4e-2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n = 9 )</th>
<th>seventh</th>
<th>eighth</th>
<th>ninth</th>
<th>Total variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>3.4e-3</td>
<td>2.0e-1</td>
<td>3</td>
<td>3.2</td>
</tr>
<tr>
<td>APF</td>
<td>6.6e-3</td>
<td>1.1e-1</td>
<td>7.1e-1</td>
<td>8.3e-1</td>
</tr>
<tr>
<td>GSMC</td>
<td>6.3e-3</td>
<td>1.0e-1</td>
<td>6.8e-1</td>
<td>7.9e-1</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>6.3e-3</td>
<td>1.0e-1</td>
<td>5.7e-2</td>
<td>6.1e-1</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>1.4e-3</td>
<td>2.6e-2</td>
<td>5.7e-2</td>
<td>8.4e-2</td>
</tr>
</tbody>
</table>

Table 4. Comparison of five methods in Example 2. MSE is reported. As a measure of computationally efficiency, the ratio of MSE multiplied with computing time between LM-SMC and the corresponding method is reported in the parenthesis. The theoretical posterior mean is calculated using Monte Carlo sample

<table>
<thead>
<tr>
<th>CV = 10</th>
<th>( \phi = 0.90 ), ( \sigma = 0.675, \sigma = 0.0165 )</th>
<th>( \phi = 0.95 ), ( \sigma = 0.484, \sigma = 0.0164 )</th>
<th>( \phi = 0.98 ), ( \sigma = 0.308, \sigma = 0.0166 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>8.0E-4(0.54)</td>
<td>4.3E-4(0.78)</td>
<td>2.2E-4(1.4)</td>
<td>53</td>
</tr>
<tr>
<td>APF</td>
<td>2.4E-2(0.012)</td>
<td>9.6E-3(0.023)</td>
<td>2.7E-4(0.80)</td>
<td>78</td>
</tr>
<tr>
<td>GSMC</td>
<td>5.1E-4(0.56)</td>
<td>3.6E-4(0.61)</td>
<td>2.6E-4(0.80)</td>
<td>81</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>3.2E-4(0.58)</td>
<td>2.6E-4(0.54)</td>
<td>2.0E-4(0.67)</td>
<td>126</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>1.2E-4(1.0)</td>
<td>9.2E-5(1.0)</td>
<td>8.7E-5(1.0)</td>
<td>193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CV = 1</th>
<th>( \phi = 0.90 ), ( \sigma = 0.363, \sigma = 0.0252 )</th>
<th>( \phi = 0.95 ), ( \sigma = 0.260, \sigma = 0.0252 )</th>
<th>( \phi = 0.98 ), ( \sigma = 0.166, \sigma = 0.0253 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>2.7E-4(0.61)</td>
<td>2.2E-4(0.78)</td>
<td>2.4E-4(1.7)</td>
<td>53</td>
</tr>
<tr>
<td>APF</td>
<td>4.0E-4(0.28)</td>
<td>2.5E-4(0.45)</td>
<td>4.6E-4(0.60)</td>
<td>78</td>
</tr>
<tr>
<td>GSMC</td>
<td>2.3E-4(0.46)</td>
<td>1.9E-4(0.57)</td>
<td>2.2E-4(1.2)</td>
<td>81</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>1.7E-4(0.41)</td>
<td>1.6E-4(0.44)</td>
<td>2.1E-4(0.82)</td>
<td>126</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>4.5E-5(1.0)</td>
<td>4.6E-5(1.0)</td>
<td>1.1E-4(1.0)</td>
<td>193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CV = 0.1</th>
<th>( \phi = 0.90 ), ( \sigma = 0.135, \sigma = 0.0293 )</th>
<th>( \phi = 0.95 ), ( \sigma = 0.096, \sigma = 0.0293 )</th>
<th>( \phi = 0.98 ), ( \sigma = 0.061, \sigma = 0.0295 )</th>
<th>Time s</th>
</tr>
</thead>
<tbody>
<tr>
<td>BF</td>
<td>4.3E-5(0.36)</td>
<td>5.2E-5(1.4)</td>
<td>3.4E-5(1.7)</td>
<td>53</td>
</tr>
<tr>
<td>APF</td>
<td>3.9E-5(0.27)</td>
<td>4.5E-5(1.1)</td>
<td>3.2E-5(1.2)</td>
<td>78</td>
</tr>
<tr>
<td>GSMC</td>
<td>4.3E-5(0.23)</td>
<td>5.2E-5(0.93)</td>
<td>3.8E-5(0.95)</td>
<td>81</td>
</tr>
<tr>
<td>RM-SMC</td>
<td>3.2E-5(0.20)</td>
<td>5.0E-5(0.63)</td>
<td>3.3E-5(0.71)</td>
<td>126</td>
</tr>
<tr>
<td>LM-SMC</td>
<td>4.2E-6(1.0)</td>
<td>2.0E-5(1.0)</td>
<td>1.5E-5(1.0)</td>
<td>193</td>
</tr>
</tbody>
</table>
defined as
\[
CV = \frac{\text{var}[h]}{E[h]^2} = \exp\left(\frac{\sigma_n^2}{1 - \phi^2}\right) - 1,
\]
takes the values 10, 1, and 0.1. High value of CV indicates the relative strength of the volatility process, and low value of CV indicates the volatility is close to a constant. Finally, the average volatility level \(\bar{\sigma}\) is selected such that
\[
E[h] = \sigma^2 \exp\left(\frac{\sigma_n^2}{2(1 - \phi^2)}\right)
\]
is equal to 0.0009. This value of \(E[h]\) can be interpreted as an approximately 22% annualized variance if the simulated data are taken as weekly returns. For each setting, a series with length 100 is generated as observations. Results are listed in Table 4, and the trajectories of logarithm of MSE for all five methods are given in Figure 2.

In Figure 2, similar to Figure 1, the MSE of LM-SMC is always the smallest among all methods studied. In Table 4, the performance of LM-SMC also has a similar pattern as in Table 2. The larger \(\phi\) is, that is, the more volatile the volatility process is, the greater improvement our new method achieves. For \(\phi = 0.9\), the improvement of LM-SMC over the other methods ranges from 39% to 80%, not including the failed APF. For \(\phi = 0.98\), compared with BF, although the improvement of LM-SMC on MSE is still over 50%, it does not perform better due to the extra computing time. In this setting, with \(\phi = 0.98\), the volatility process is close to a random walk with small variance and is quite persistent. Therefore, the standard method already achieves good accuracy, and there is little room for improvement, in which case the new method may not be needed.

In the results, the mixture methods perform more robustly than APF. When \(CV = 10\) and \(CV = 1\), the APF performs worse than BF, and in two cases of \(CV = 10\), its performances are extremely bad. A possible reason is that, although \(p(y_n|x_n)/p_1(y_n|x_n)\) is bounded, the upper bound may still be large and the sample weights are skewed. In comparison, all three mixture methods are more stable. Therefore,
the protection provided by the mixture proposal outperforms the one provided by expanding the log-concave density.

Finally, it can be seen that LM-SMC reduces the MSE of RM-SMC from 48% to 87%. This means that in (10), the variance reduction brought by adding the control variates to the historical terms is significant.

5. SUMMARY

In this article, we propose a new SMC algorithm by using Tan’s likelihood approach (Tan 2004) with both resampling and estimation and give practical guidelines of selecting control variates and sampling proposals which are critical for efficient implementation of the new algorithm. Compared to the direct use of multiple proposals and control variates, the new algorithm always has smaller asymptotic variance, which is proved in the established theoretical framework. The numerical studies show that, by including the information of target function and introducing heavy tailed protection for proposal, the new algorithm can be more efficient and stable than the BF and APF.

APPENDIX A: PROOF OF RESULTS

The new algorithm differs from the basic SMC method in the use of three elements: The proposal density which is the mixture proposal $q_\alpha$, the addition of the auxiliary function $\eta(x_t)$ in resampling, and the modified importance weights $\psi_t$. The extension of Douc and Moulines’ (2008) proof to include mixture proposal $q_\alpha$ is natural, and the extension to include auxiliary function can be referred to Douc, Moulines, and Olsson (2009). Therefore, the following proof is focused on including the new importance weights $\psi_t$ in the CLT. The theorem is proved by inductions. At time $t-1$, assume conditions (C1), (C2), (C3)-(C6) are satisfied. $A_{t-1}$ and $W_{t-1}$ are proper, and the following consistency and the CLT hold:

$$\frac{1}{N}\sum_{j=1}^{N} h \left( \tilde{x}_{t-1}^{(j)} \right) \overset{P}{\to} \tilde{\mu}_{t-1}, \forall h \in L^1(\pi_{t-1}),$$

(A.1)

$$\sqrt{N} \left( \frac{1}{N}\sum_{j=1}^{N} h \left( \tilde{x}_{t-1}^{(j)} - \tilde{\mu}_{t-1} \right) \right) \overset{P}{\to} \mathcal{N}(0, \sigma^2_{t-1}(h)), \forall h \in A_{t-1},$$

(A.2)

where $\sigma^2_{t-1}(ch) = c^2 \sigma^2_{t-1}(h)$ for all scalar c. Define $\sigma_0(h) = \sigma_{2-1}(E_{\pi_{t-1}}(\eta(x_{t-1})) + E_{\pi_{t-1}}(\varphi_{t-1}(h(x_{t-1}))))$. The following lemma gives convergence results for the weighted sample $\{x_{t-1}, \tilde{\pi}_{t-1}\}_t$.

Lemma A.1 (Propagation). Under the inductive hypotheses, the following convergence results hold:

$$\frac{1}{N}\sum_{j=1}^{N} h \left( \tilde{x}_{t-1}^{(j)} \right) \overset{P}{\to} \int h(x_{t-1}) \tilde{\pi}_{t-1}(x_{t-1}) q_\alpha(x_{t-1}) dx_{t-1},$$

$$\forall h \in L^1(\pi_{t-1}),$$

$$\sqrt{N} \left( \frac{1}{N}\sum_{j=1}^{N} h \left( \tilde{x}_{t-1}^{(j)} - \tilde{\mu}_{t-1} \right) \right) \overset{P}{\to} \mathcal{N}(0, \sigma^2_0(f)), \forall h \in A_{t-1},$$

where $A_{t-1} = \{h : \Theta_t \to \mathbb{R} | E_{\pi_{t-1}}[h] \in A_{t-1}, E_{\pi_{t-1}}[h^2] \in W_{t-1}\}$.

Proof. By applying Douc and Moulines (2008, Theorem 1 and 2) on $\{x_{t-1}^{(j)}, \tilde{\pi}_{t-1}\}_t$, Lemma 1 holds.

In the next lemma, an expansion of the MLE weights $\tilde{\zeta}_t$ is given.

Lemma A.2. Under the inductive hypotheses, it holds that

$$\tilde{\zeta}_t = \text{var}_{\tilde{\pi}_{t-1}} \left[ \frac{g(x_t^{(j)})}{q_\alpha} \right]^{-1} \frac{1}{N} \sum_{j=1}^{N} \frac{g(x_t^{(j)}) \tilde{\zeta}_t^{(j)}}{q_\alpha(x_t^{(j)}) \tilde{\zeta}_t^{(j)}_{t-1}} + o_p \left( N^{-1/2} \right).$$

(A.3)

Then, $\tilde{\zeta}_t \overset{P}{\to} 0$ and $\tilde{\zeta}_t = O_p (N^{-1/2})$.

Proof. By definition, $\sqrt{N} \tilde{\zeta}_t$ is the maximizer of the concave function $\psi(s) = \sum_{j=1}^{N} \log [g(x_t^{(j)})] + N^{-1/2} s^T g(x_t^{(j)})\tilde{\zeta}_t^{(j)}\bar{z}_{t-1}]$, the concavity of which can be seen by its Hessian matrix. The standard expansion theory for M-estimation with a convex criterion function cannot apply due to the dependence of $\{x_{t-1}^{(j)}\}$. Here, the arguments follow Hjort and Pollard (2011, basic corollary) and Li, Tan, and Chen (2013, lemma 4). By Hjort and Pollard (2011), if $\psi(s)$ can be represented as $\frac{1}{2} s^T V_N s + C_N + r_N(s)$ with $V_N \overset{P}{\to} V$, $-V$ is symmetric and positive definite, $U_N$ is stochastic bounded, and $r_N(s) = o_p(1)$ for each $s$, then $\sqrt{N} \tilde{\zeta}_t \overset{P}{\to} -V^{-1} U_N + o_p(1)$. By Taylor expansion of $\psi(s)$ around 0, it can be represented in the above form with

$$V_N = -\frac{1}{N} \sum_{j=1}^{N} \frac{g(x_t^{(j)}) \tilde{\zeta}_t^{(j)}}{q_\alpha(x_t^{(j)}) \tilde{\zeta}_t^{(j)}_{t-1}},$$

$$U_N = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} g(x_t^{(j)}) \tilde{\zeta}_t^{(j)} \tilde{\zeta}_t^{(j)}_{t-1},$$

and

$$r_N(s) = \frac{1}{N} \sqrt{N} \sum_{j=1}^{N} \sum_{i=1}^{d} s_i \tilde{\zeta}_t^{(i)} \tilde{\zeta}_t^{(i)}_{t-1} - g(x_t^{(j)}) \frac{\tilde{\zeta}_t^{(j)}_{t-1}}{g(x_t^{(j)}) \tilde{\zeta}_t^{(j)}_{t-1}}.$$

With the expansion in Lemma 2, the consistency for the weighting step and resampling step holds in the following lemma.

Lemma A.3. Under the inductive hypotheses, it holds that

$$\frac{\sum_{j=1}^{N} h \left( x_{t-1}^{(j)} \right) \psi_t^{(j)}}{\sum_{j=1}^{N} \psi_t^{(j)}} \overset{P}{\to} \mu_t, \forall h \in L^1(\tilde{\pi}_t),$$

(A.4)

$$\frac{1}{N} \sum_{j=1}^{N} h \left( x_{t-1}^{(j)} \right) \overset{P}{\to} \tilde{\mu}_t, \forall h \in L^1(\tilde{\pi}_t).$$

(A.5)
Proof. The Taylor expansion of \( N^{-1} \sum_{j=1}^{N} h(x_{1j}^{(j)}, u_{1j}^{(j)}) \) for \( \tilde{\xi} \), around 0 gives that

\[
\frac{1}{N} \sum_{j=1}^{N} h(x_{1j}^{(j)}) v_{1j}^{(j)} = \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j} - x_{0j}) \\
= \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j} - x_{0j}) q_{a} (x_{1j}^{(j)}) + \tilde{\eta}_{j} g (x_{1j}^{(j)}) x_{1j}^{(j)} | x_{0j}^{-1} - 1 \\
= \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j}^{(j)}) g (x_{1j}^{(j)}) x_{1j}^{(j)} | x_{0j}^{-1} - 1 \\
- \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j}^{(j)}) g (x_{1j}^{(j)}) x_{1j}^{(j)} | x_{0j}^{-1} - 1 \\
+ o_{p} \left( \frac{1}{N} \right)
\]

Plugging in the expansion of \( \tilde{\xi} \), of Lemma 2 gives that

\[
\frac{1}{N} \sum_{j=1}^{N} h(x_{1j}^{(j)}) v_{1j}^{(j)} = \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j} - x_{0j}) q_{a} (x_{1j}^{(j)}) \\
- \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j}^{(j)}) g (x_{1j}^{(j)}) x_{1j}^{(j)} | x_{0j}^{-1} - 1 \\
\times \var \left[ \left( \frac{g}{q_{a}} \right) \right]^{-1} \frac{1}{N} \sum_{j=1}^{N} \frac{g}{q_{a}} + o_{p} \left( \frac{1}{N} \right) \\
= \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j}^{(j)}) q_{a} (x_{1j}^{(j)}) \\
- \frac{1}{N} \sum_{j=1}^{N} \frac{h(x_{1j}^{(j)})}{\pi_{1}} (x_{1j}^{(j)}) g (x_{1j}^{(j)}) x_{1j}^{(j)} | x_{0j}^{-1} - 1 \\
+ o_{p} \left( \frac{1}{N} \right),
\]

where

\[
\tau_{1j} = \var \left[ \left( \frac{g}{q_{a}} \right) \right]^{-1} \text{cov} \left[ \frac{h_{1j}}{\pi_{1j}} \right] - \frac{g}{q_{a}}.
\]

and the second equation holds by Lemma 1. Then by Lemma 1 again, from (A.6) we have

\[
\frac{1}{N} \sum_{j=1}^{N} h(x_{1j}^{(j)}) v_{1j}^{(j)} \xrightarrow{p} e_{1j}^{-1} \int h(x_{1j}) \pi_{1}(x_{0j}) dx_{0j}.
\]

Similarly,

\[
\frac{1}{N} \sum_{j=1}^{N} v_{1j}^{(j)} \xrightarrow{p} e_{1j}^{-1} c.
\]

Therefore, (A.4) holds by Slutsky’s theorem.

For (A.5), consider the weighted sample \( \{(x_{1j}^{(j)}, v_{1j}^{(j)})\}_{j=1}^{N} \). Following the similar line as above, it holds that

\[
\frac{1}{N} \sum_{j=1}^{N} h(x_{1j}^{(j)}) v_{1j}^{(j)} \xrightarrow{p} \tilde{\mu}_{j}, \forall h \in L^{1}(\mathbb{P}_{+}).
\]

Then with Douc and Moulines (2008, Theorem 3), (A.5) holds.

Therefore, the first condition holds. For the second condition, \( \forall \epsilon > 0 \), consider a constant \( C > 0 \). It is easy to see that

\[
\sum_{j=1}^{N} E_{\omega} \left[ U_{N}^{(j)^{2}} \mathbb{1}_{|U_{N}^{(j)}| > C} | (x_{0j}^{(j)} - 1 \pi_{1j}) \right] \\
\leq \frac{1}{N} \sum_{j=1}^{N} E_{\omega} \left[ (h_{j} - \beta_{j}^{*} g_{j})^{2} \mathbb{1}_{|h_{j} - \beta_{j}^{*} g_{j}| > C} | x_{0j}^{(j)} - 1 \pi_{1j} \right] \\
+ \frac{1}{N} \sum_{j=1}^{N} E_{\omega} \left[ (h_{j} - \beta_{j}^{*} g_{j})^{2} | x_{0j}^{(j)} - 1 \pi_{1j} \right] \\
\xrightarrow{p} E_{\mathbb{P}_{+}} \left[ (h_{j} - \beta_{j}^{*} g_{j})^{2} \mathbb{1}_{|h_{j} - \beta_{j}^{*} g_{j}| > C} \right].
\]

Since \( E_{\mathbb{P}_{+}} \left[ (h_{j} - \beta_{j}^{*} g_{j})^{2} \right] < \infty \) and the above convergence holds for any \( C > 0 \),

\[
\sum_{j=1}^{N} E_{\omega} \left[ U_{N}^{(j)^{2}} \mathbb{1}_{|U_{N}^{(j)}| > C} | (x_{0j}^{(j)} - 1 \pi_{1j}) \right] \xrightarrow{p} 0.
\]

and the second condition holds. Then applying the Theorem A.3 in Douc and Moulines (2008), (A.10) holds. Since \( A_{N} \) is a function of
\((x_{n,t-1})_{j=1}^N\), it can be proved through the characteristic function that 
\(A_N + B_N \overset{d}{\rightarrow} N(0, \sigma_z^2(h))\) and therefore (9) holds.

To finish the proof, the induction hypotheses need to hold at time \(t\). It is easy to show that \(W_{t-1}\) is proper with proper \(W_{t-1}\) and condition (C2'), and \(A_t\) is proper with proper \(A_{t-1}\) and condition (C2'). By Lemma 2, (A.5) which is the correspondence of (A.1) holds. It is left to show that the correspondence of (A.2),

\[
\sqrt{N} \left( \frac{1}{N} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} - \bar{\mu}_t \right) \right) \overset{d}{\rightarrow} N(0, \sigma_z^2(h)) \quad \forall h \in A_t' \quad (A.11)
\]

holds. Write the LHS of (A.11) as \(\tilde{A}_N + \tilde{B}_N\), where

\[
\tilde{A}_N = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} - \bar{\mu}_t \right) \left( x_{0j}^0(t) \right)_{[j=1]}^N,
\]

\[
\tilde{B}_N = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} - \bar{\mu}_t \right) \left( x_{0j}^0(t) \right)_{[j=1]}^N.
\]

For \(\tilde{B}_N\), we prove that

\[
\tilde{B}_N \overset{d}{\rightarrow} N(0, \sigma_z^2(h)) \quad (A.12)
\]

similarly to the proof of (A.10). Let \(\tilde{U}_{ij}^0 = \frac{N^{-1/2} \tilde{h}(x_{ij}^0)}{\hat{\pi}_t(x_{ij}^0)}\). The two conditions of Theorem A.3 in Douc and Moulines (2008) need to be checked. For \(h \in A_t'\), \(h^2 \in L^1(\hat{\pi}_t)\) and then \(h \in L^1(\tilde{\pi}_t)\). Then by (A.8),

\[
\sum_{j=1}^{N} \left( \frac{U_{ij}^0}{N} \right)_{[h_{ij}(t) \in \pi_t]} \left( x_{0j}^0(t) \right)_{[j=1]}^N = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} \right)_{[j=1]}^N \overset{p}{\rightarrow} \int h(x_{1j}^0)^{2} \tilde{\pi}_t(x_{ij}^0) dx_{0,t},
\]

and

\[
\sum_{j=1}^{N} \left( \frac{U_{ij}^0}{N} \right)_{[h_{ij}(t) \in \pi_t]} \left( x_{0j}^0(t) \right)_{[j=1]}^N = \left( \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} \right)_{[j=1]}^N \right)^2 \overset{p}{\rightarrow} \int h(x_{1j}^0)^{2} \tilde{\pi}_t(x_{ij}^0) dx_{0,t}.
\]

Then \(\sum_{j=1}^{N} \left( \frac{U_{ij}^0}{N} \right)_{[h_{ij}(t) \in \pi_t]} \left( x_{0j}^0(t) \right)_{[j=1]}^N\) and the first condition holds. For the second condition, \(\forall \epsilon > 0\), consider a constant \(C > 0\). It is easy to see that

\[
\sum_{j=1}^{N} \left( \frac{U_{ij}^0}{N} \right)_{[h_{ij}(t) \in \pi_t]} \left( x_{0j}^0(t) \right)_{[j=1]}^N \leq \sum_{j=1}^{N} \left( \frac{h \left( x_{ij}^0 \right)_{[j=1]}^N}{\sum_{j=1}^{N} v_{0j}} \right) \overset{p}{\rightarrow} \int \left( \frac{h(x_{ij}^0)}{\sum_{j=1}^{N} v_{0j}} \right) dx_{0,t}.
\]

Since \(E_{H_t} [h^2] < \infty\) and the above convergence holds for any \(C \geq 0\),

\[
\sum_{j=1}^{N} \left( \frac{U_{ij}^0}{N} \right)_{[h_{ij}(t) \in \pi_t]} \left( x_{0j}^0(t) \right)_{[j=1]}^N \overset{p}{\rightarrow} 0,
\]

and the second condition holds. Then, (A.12) holds. For \(\tilde{A}_N\),

\[
\tilde{A}_N = \frac{N^{-1/2} \sum_{j=1}^{N} \left( \frac{x_{0j}^0(t)}{v_{0j}} - \bar{\mu}_t \right) \left( x_{0j}^0(t) \right)_{[j=1]}^N}{N^{-1} \sum_{j=1}^{N} v_{0j}^2} \overset{d}{\rightarrow} N(0, \sigma_z^2(h) - \varphi\varpi_{\pi_t}(h)).
\]

Since \(\tilde{A}_N\) is a function of \((x_{ij}^0)_{j=1}^N\), it can be proved through the characteristic function that \(\tilde{A}_N + \tilde{B}_N \overset{d}{\rightarrow} N(0, \sigma_z^2(h))\) and (A.11) holds.

For applying Owen and Zhou’s regression approach in the estimation of the generalized SMC method, which results in \(\bar{\pi}_n,\text{Reg} \) in (7), its asymptotic variance is stated below. Define

\[
\sigma_{z,n}^2(h) = \sigma_{z,n-1}^2 \left( E_{\bar{\pi}_n} \left[ h_n(x_{n0}) \right] \right) + E_{\bar{\pi}_{n-1}} \left( \varphi_{x_n} \left[ h_n(x_{n0}) - \beta_n^1 g_n(x_{n0}) \right] \right) - \sigma_{z,n-1}^2 \left( E_{\bar{\pi}_{n-1}} \left[ \tilde{h}_n(x_{n0}) \right] \right) + E_{\bar{\pi}_{n-1}} \left( \varphi_{x_n} \left[ \tilde{h}_n(x_{n0}) \right] \right) + \varphi_{\pi_t} [h].
\]

**Proof of Corollary A.1.** The corollary holds by noting that

\[
\sigma_{z,n}^2(h) \leq \frac{\alpha}{\theta} \sum_{i=1}^{n} \left( \frac{\pi_n(x_{0i}) (\mu_n(x_{0i}) - \mu_n)^2}{\pi_{n-1}(x_{0i-1}) \pi_n(x_{0i})} \right) dx_{0,i} \overset{p}{\rightarrow} 0
\]

for any \(\alpha_n > 0\).

**Proposition 1.** Under the same assumption as Theorem 2, for any \(n\), \(\sigma_{z,n}^2(h)\) is finite and the following convergence holds:

\[
\sqrt{N} \left( \bar{\pi}_n,\text{Reg} - \mu_n \right) \overset{d}{\rightarrow} N(0, \sigma_z^2(h)).
\]

Specifically,

\[
\sigma_{z,n}^2(h) = \sum_{i=1}^{n} \left( \pi_n(x_{0i}) (\mu_n(x_{0i}) - \mu_n)^2 \right) dx_{0,i} \overset{p}{\rightarrow} 0.
\]

**Proof.** Let \(\tilde{w}_{ij}^0 = \eta(x_{ij}^0) \beta_n^1 \). Note that the difference between L-SMC and RM-SMC is in the resampling step, that the resampling in the former is according to \(\tilde{w}_{ij}^0\) and in the latter is according to \(w_{ij}^0\). Therefore, the proof can follow the exact same line as the proof of Theorem 2, with difference only in arguments related to the resampling which are the results (A.5) and (A.11). For the proof of (A.5) and the part of \(\tilde{A}_N, \tilde{B}_N\) in the proof (A.11), all arguments can go through when \(\tilde{w}_{ij}^0\) is replaced by \(w_{ij}^0\) and therefore, the corresponding results still hold. For the part of \(\tilde{A}_N\) in the proof (A.11), when \(\tilde{w}_{ij}^0\) is replaced by \(\tilde{w}_{ij}^0\), the numerator of \(\tilde{A}_N\) is \(e_{ij}^1 e_N N^{-1/2} \sum_{j=1}^{N} \tilde{h}_n(x_{ij}^0)\) and the denominator is \(\frac{N^{-1} \sum_{j=1}^{N} \tilde{w}_{ij}^0 \tilde{w}_{ij}^0}{\tilde{w}_{ij}^0}\). Then, following the similar arguments of proving convergence of (A.9) without control variates \(g_n\), for \(h \in A_t'\), we have

\[
\tilde{A}_N \overset{d}{\rightarrow} N(0, \sigma_z^2(h) - \varphi\varpi_{\pi_t}(h)).
\]

Then all inductive hypotheses hold, which concludes the proof.
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